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The kernel scheduler of a LINUX system is responsible for reordering and optimising requests for access to
storage, be it spinning disks or SSDs. Since disk seek and read times are one of the slowest part of computing
operations, this scheduling is essential to maintain performance on any modern computing system. In this
paper, we look at the performance of different schedulers under a range of conditions, including heavy I/O,
single stream performance and multi stream sequential and random access.

Summary
In this paper we look at the optimisation of IO Performance on a LINUX based RAIDed filesystem by tuning
the kernel scheduler and associated parameters. We demonstrate that the default scheduler does not perform
well on these systems when under heavy I/O load and recommend settings for RAID6 systems based on the
configuration used at the RAL Tier 1.
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