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Environmental	compu5ng	–	working	defini5on	

Common	characterisGcs	
!  Involves	advanced	modelling	of	environmental	phenomena	

–  MulG-model,	mulG-scale	
–  New	phenomena,	new	approaches	
–  Inter-	or	transdisciplinary	nature	

!  Aiming	at	producing	ac#onable	knowledge	
–  Problem	oriented:	hazard	analysis,	risk	management	and	reducGon,	

operaGonal	disaster	response	
!  With	robust	management	and	sustainability	approaches	

–  AmbiGon	towards	infrastructure-like	services	
–  Availability	and	reproducibility	of	results	–	beyond	lifeGmes	or	projects	and	

research	careers	
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Demand	for	environmental	compu5ng	
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GAR	–	Global	Assessment	Report	on	Disaster	
Risk	Reduc5on	2015	
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h^p://www.prevenGonweb.net/english/hyogo/gar/2015/en/home/GAR_2015/GAR_2015_6.html	



Demand	for	environmental	compu5ng	
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Munich	Re	–	Loss	Events	Worldwide	2014	

D.	Kranzlmüller	 EnvComp@ISGC	2016	 6	

h^p://www.prevenGonweb.net/files/41773_munichreworldmapnaturalcatastrophes.pdf	
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Key	Gaps	

(as	observed	during	the	DRIHM	project)	

!  Technical	interoperability	and	portability	
–  Models	
–  Data	formats	
–  ExecuGon	environments	
–  Metadata	describing	them	

!  SemanGcs		

!  Workflows	linking	all	of	the	above	together	
–  Pre-DRIHM	hydrometeorological	model	chain	would	have	taken	weeks	of	

manual	integraGon	work	
–  Despite	the	fact	that	webservices	and	science	gateways	are	available	
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Ac5onable	Knowledge	

	
How	we	could	have	used	the	informaGon		
if	it	was	available	beforehand?	
	
How	could	we	uGlize	the	outcomes	of	environmental	compuGng	for	
societey?	

!  Links	with	civil	protecGon	

!  Risks	due	to	a	disaster	with	a	certain	probability	vs.	certain	risks	
related	to	evacuaGon	
–  False	alarms?	We	don’t	want	to	be	the	“computer	that	cried	flood”	
–  There	are	rules	regarding	how	much	of	a	lead-Gme	warning	the	populaGon	

needs	(30	minutes	warning	might	make	society	more	vulnerable)	
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Communica5ng	the	Results	

	
How	can	non-scienGsts	use	the	informaGon?	

!  Civil	protecGon	model	probably	fairly	well-established		
(“client”	is	used	to	data	with	certain	uncertainty	built	in)	

!  Risk	reducGon:	need	to	answer	quesGons	related	to	long-term	
infrastructure	development	projects	and	policy	formaGon	
–  InjecGng	uncertain	data	into	poliGcal	process!!		
–  Dealing	with	financial	interests	unavoidable:	protecGon	infrastructure	in	

itself,	impact	on	development:	
• No	building	permits	on	flood-prone	areas,	housing	developers	not	happy		
•  Re-classifying	exisGng	housing,	house	owners	not	happy	(lose	flood	insurance	
or	increase	in	premiums)		

D.	Kranzlmüller	 EnvComp@ISGC	2016	 10	



How	to	address	the	technology-related	
challenges?	

!  Case:	HMR	model	chains	
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HMR	model	chain	-	conceptual	
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Ini5al	DRIHM	HMR	model	chain	components	
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eScience	infrastructure	to	support	HMR	models	
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eScience	infrastructure	to	support	
environmental	compu5ng	
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The	interface	block	



eScience	infrastructure	to	support	
environmental	compu5ng	
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HPC	resources	
used	for	opGmised	

SW	packages	



eScience	infrastructure	to	support	
environmental	compu5ng	
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“Challenging”		
resources	



eScience	infrastructure	to	support	
environmental	compu5ng	
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Discovery	and	authenGcaGon	
to	the	“Challenging”	
resources	
	



eScience	infrastructure	to	support	
environmental	compu5ng	
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The	
“Magic	part”	



Making	“The	Magic”	
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Model	metadata	snippet	
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Running	the	model	
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Workflow	from	other	domain	–	similar	use	case	
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Prof.	Igel,	LMU	



Could	you	just	use	Cloud	or	containers?	

!  Yes,	but	you’d	sGll	need	to:	
–  Port	applicaGons	(in	most	cases)	or	bridge	between	different	clouds	
–  Bridge	between	different	Cloud	systems	
–  Have	funcGons	similar	to	staGc	data	&	binary	repositories		
–  Accept	some	performance	penalty	
–  Find	mechanisms	to	maintain	libraries	in	the	VMs	(versioning)	
–  And	most	importantly:	collect	the	model	metadata(!)	

!  Will	all	the	resources	have	a	Cloud	or	container	interface	
–  We	are	starGng	to	lean	towards	“eventually	yes”,	but	are	we	certain?	

!  Conceptual	framework	and	many	of	the	components	should	be	
reusable	
–  “Export	to	VMs”	funcGonality	for	the	binary/staGc	data	repository?	
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Conclusions		

!  It	is	possible	to	take	sovware	components	not	originally	intended	
for	distributed	environments	turn	them	into	DCI	services	

!  The	model	metadata	approach,	execuGon	environment	(“start.sh	
process”)	and	supporGng	processes	protect	against	errors	that	
could	otherwise	be	hard	to	detect	
–  E.g.	slightly	different	behaviour	of	pre-installed	libraries		
–  Crucial	in	a	system	that	contains	model	chains	that	are	potenGally	executed	

automaGcally	
!  The	process	of	building	and	tesGng	the	“user	space”	execuGon	

scripts:		
–  structured	the	collaboraGon		
–  recorded	tacit	informaGon	about	the	model	and	its	behaviour	

•  E.g.	the	environmental	dependencies	included	in	the	metadata	
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Conclusions	2		

!  The	model	could	easily	be	extended	
–  To	other	scienGfic	disciplines	
–  To	use	container-based	resources	or	arbitrary	cloud	services	

!  The	dedicated	effort	is	mostly	related	to	(technical)	model	
descripGons	
–  The	approach	leverages	development	efforts	in	both	DCI	and	broader	Un*x	

community	
–  The	model	descripGon	overhead	should	be	seen	largely	as	an	investment	in	

the	model	developer/operaGons	relaGonship	
!  The	portability	of	the	model	was	tested	during	the	DRIHM2US	

project	
–  Adding	XSEDE	resources	didn’t	require	any	changes	in	the	SW(!)	
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For	more	informa5on		

!  Environmental	compuGng	
–  www.envcomp.eu	
–  info@envcomp.eu	

!  DRIHM	framework	
–  Nils	gentschen	Felde	(felde@nm.ifi.lmu.de)	

MNM-Team,	LMU,	Munich	Germany	
www.mnm-team.org	
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