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India-EU Projects  
on e-Infrastructures 

cooperation 



EU-IndiaGrid / EU-IndiaGrid2 
 Bridge across European and Indian Grids  

Sustainable e-infrastructures across Europe and India 
2006-2012 

CHAIN 
Coordination and Harmonisation of Advanced e-INfrastructures 

2010-2012 

CHAIN-REDS 
Coordination and Harmonisation of Advanced e-INfrastructures for 

Research & Education Data Sharing 
2012-2015 

e-INIT  
INdia-ITaly S&T cooperation on e-Infrastructures  

 

A long standing collaboration with ASGC 

European Commission  
Projects & Bilateral Projects 

2006-2015  



BEYOND  
EU-IndiaGrid & EU-IndiaGrid2 

 EU-IndiaGrid projects  paved the way towards sustainable 
e-Infrastructure cooperation across Europe & India 

 This include Network, grid computing, supercomputing 
and related applications. 

 Other projects continued this process entering the cloud era 

  CHAIN/CHAIN-REDS, e-INIT (INdia-ITaly S&T 
cooperation on e-Infrastructures…) 



From Grid to Cloud 
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Co-ordination & Harmonisation of  
Advanced e-Infrastructures 

for Research and Education Data Sharing 

Research Infrastructures 
Grant Agreement n. 306819 

Targeted regions: 
Africa, Arab Region, Latin America, 
China, India, Far-East Asia  
 

2012-2015 
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The CHAIN-REDS Project 
(www.chain-project.eu) 

Partner for India: 
CDAC 



Cooperation 
India Italy 

 India-ITaly cooperation 
on e-INfrastructures 
support for High Energy 
Physics applications 
 

 Co-funded by Italian Ministry 
for Foreign Affairs 

 One of the six  Significant 
research projects within the 
frame of the  Executive 
Programme of Scientific and 
Technological Cooperation 
between  the Italy and India 
 



From  
EU-IndiaGrid / 
EU-Indiagrid2  
 
to  
CHAIN 
/CHAIN-REDS 
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 National Knowledge Network (NKN) 

 10 years 1 B-€ Government of India project for a 
multigigabit Pan-India network connecting knowledge 
Institutes,  about 1500 Institutes connected so far 

 Support to flagship applications in Climate Change, High 
Energy Physics, Cancer grid, Neuroscience… 

 Project coordinated under the Chairmanship of 
Principal Scientific Adviser to the Government of India   
 

 Grid infrastructures 

 GARUDA India National Grid Initiative 

 India Regional Component of Worldwide LHC 
Computing Grid (WLCG) 

 e-Infrastructures in India                                                   
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 A state-of-the-art multi-
gigabit pan-India network 
for providing a unified 
high speed network 
backbone for all 
knowledge related 
institutions in the country 

 An ultra-high speed CORE 
(multiples of 10 Gbps), 
with a distribution layer at 
speeds of 1 Gbps or 
higher. 

 National Knowledge Network 
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 Global Access to Resources Using 
Distributes Architecture – National 
grid initiative  by  C-DAC  
 

 Aggregates HPC clusters from 
C-DAC centres and partners 

 
 Currently over 10000 CPUs 

(~ 550 teraflops) and 220 TB 
 of  storage to provide 
 distributed data 

 
 The GARUDA  is interconnected  

by the NKN - a highly reliable and 
secure national backbone 

          GARUDA - on NKN 



Interoperability 
a Key Issue 

17 

We are happy to acknowledge the good collaboration between India and 
Europe in the field of Scientific Research in general and in the  ICT domain 

in particular. Europe has some unique science and research facilities 
to share: from sub-atomic particles in the Large Hadron Collider to 

looking into the deepest universe with the EXPReS project to the EU-
IndiaGrid project supporting a common, interoperable grid 
infrastructure between India and Europe. 

Enhancing Research Collaborations  

From a Letter of Head of Cabinet of Ms Viviane Reding (European 

Commissioner, Information Society and Media)  

to Dr. Anil Kakodkar (Chairman of the Atomic Energy Commission & 

Secretary of the  Department of Atomic Energy)- April 2008 
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Bridging European & Indian 
Grids & Clouds 

e-infrastructures and Applications 



Grid collaboration architecture 
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China; SE-

Asia 

India 



Catania Science Gateway  
Framework architecture 
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Running applications on 
various e-Infrastructures 
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11/09/2014 
CHAIN-REDS second periodic review, 

Brussels 
22 

GROMACS (Molecular Dynamics Application) 
on GARUDA, Arab, EGI and ROC-LA sites 



Interoperability Summary 

 Catania Science Gateways successfully bridge e-
Infrastructures built on different architectures 
(Grid, HPC, Cloud, local clusters, desktops, etc.) 
and make them interoperable at user application 
level thanks to standard adoption (SAGA, SAML, 
OCCI, etc.) 

24 



 EU and bilateral projects worked successfully 
supporting EU-India cooperation on  e-Infrastructures 
for over 10 years 

 Collaboration with ASGC since the very beginning 

 Key aspects 

 Applications  

 Involvement of policy makers  

 Interoperability 

 adoption of standards as a concrete investment towards 
sustainability 

 More info:  www.chain-project.eu,http://einit.ca.infn.it  

Conclusions 
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