R[04 \BR[MOINE meeting

in Taipei

e

Belle Il updates

D> Takanori Hara
@ takanori.hara@kek.jp
V8  12th March, 2016 @ KEK



B SuperKEKB/Belle Il Time line

Calender year 2016 2017 2018 2019
Japan FY JFY2016 JFY2017 JFY2018 JFY2018
Now, Su hutdown ! Summer shutdown Summer 'shutdown Summer Ishutdown
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Phase 1 /o Belle Phase 2 Phase 3
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MR renovation for phase 2, including £ Y-
MR startup installation of QCS and Belle I l LER start VXD installaion
[ .
DR installation & startup DR commissioning

— /

KEKCC replacement
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S First turn of beam!

http://www.desy.de/news/news_search/index_eng.html?openDirectAnchor=945&two_columns=0
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phase 1 operation for 5 months

I First particles turning inside upgraded SuperKEKB accelerator
W Ll =

LECTURE SERIES Accelerator experts in Japan started up the completely upgraded paricle accelerator SuperkEKE this

week. For the first time since its five-year upgrade, electrons and positrons are once again making tums
around the three-kilometre-long accelerator ring. This is an important step towards producing particle
collisions inside the similarly refurbished detector Belle |1, in which DESY and other universities and
institutes in Germnany are significantly invoheed. With the help of these collisions, physicists are hoping to
find an answer to the question why the universe consists of matter even though equal amounts of matter
and antimatter should have been produced in the Big Bang. SuperKERD is the first new collider to start up

after the Large Hadron Collider at CERM in Geneva.

The circulating particles mark an important milestone, yet the
project is still at its very beginning. The research programme will
not start for another two years. Until a few years ago, the
accelerator was called "KEKE” and the detectar "Belle”, and
together they provided some important fundamental insights into
the structure of matter. That success led to the Mobel Prize in
Physics being awarded to the Japanese theoretical physicists
Makoto Kobayashi and Toshihide Maskawsa in 2008. The
uparaded SuperkEKB s exnected to produce 5D times mare
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<42  Operation at Iarger scale

Running jobs by Site
266 Weeks from Week 52 of 2010 to Week 05 of 2016
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GRID, Cloud, local cluster is available

aiming the larger scale
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< Contribution by sites

Destination Storages CPU days

_ ) for MC5 production period (2015 Aug.7-2016 Feb. 1)
Capacity and usage by SRM space token (lcg-info for DESY)

» Old data (before MC5): included (DESY, KEK, CNAF, KMI), not incl. (others)

SE Share  Capacity Used Actual Share
DESY-TMP-SE 30 560TB ~230TB (*) 27.7%
Napoli-TMP-SE 20 313TB 148.7TB 17.9%
KEK2-TMP-SE 15 560TB 1539TB 18.5% (*¥)
CNAF-TMP-SE 10 150 TB 100.5TB 12.1%

KMI-TMP-SE 10 200TB  81.3TB 9.8%
KIT-TMP-SE 5 171TB  57.1TB 6.9%
CESNET-TMP-SE 5 44TB 358TB 4.3%

SIGNET-TMP-SE 5 200TB  235TB 2.8% (***)
Total 100 2,198TB 830.8TB 100%

25 Weeks from Week 31 of 2015 to Week 05 of 2016

DIRAC. PNNL us

DESY LCG.DESY.de
(Germany)

>.Pisa.it

Vic.ca

(*) DESY: subtracting the usage by Belle1 (~260 TB) as of 23 feb 2016
(**) KEK: some data duplicated at KEK ) KEK (
(***)SiGNET: added later 2G.KEK2.jp
Napoli (Italy)
LCG Mapoli.it
DESY also contributes on e e

DPHEP (Data Preservation in HEP) for Belle L MPPYE e
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<2 Timeline for the network availability

Apr2016 Aug.2016

SINET4 SINETS SINETS
present KEKCC  presentiKEKCC new KEKCC

® SINET4 + present KEKCC
= NYC link by SINET4 (upto 10G)

= non LHCONE
® SINETS + present KEKCC

= London link by SINET5 (upto 20G)
= non LHCONE

e SINETS5 + new KEKCC
= London link by SINET5 (upto 20G)
= with LHCONE
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<L>  KEK-SINET4 (until the end of March)

Internet

o
[

Border sw Border sw = One for Inter-labs VPNs

router for
KEKCC-FW
. ‘ AalSel e HEP groups in domestic universities
i ‘ i e \/CtoESnet+CANARIE

- ‘ KEKCC core

Campus core Campus core

e 2 x10G

= redundant w/o load balancing

= One for Ordinary internet connection

e additional 8x1G for inter-campus
connection of KEK



e New border switch install
- 100G + 4x40G
- 2x40G are dedicated to new KEKCC

e 100G to SINETS

= Inter-labs VPNs without internet connectivity

.?ordersw e including presentVC to ESnet
(ERCE e probably for LHCONE

router for

LHCONE
KEKCC core ¢ 1OG to SlNETS
O

— bypass new border switch

Campus core Campus core

= Ordinary internet connection
— Inter-labs VPNs with internet connectivity
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<> KEK-SINET5 with LHCONE

® Present connection is limited by single 10G link
e New KEKCC will have 40G link for LHCONE

Internet /

Internet LHCONE

Bottleneck

szl Jaceo

WCCFW

KEKCC core

KEKCC core

=

Campus core
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<2 Timeline for the network availability

Apr2016 Aug.2016

SINET4 SINETS SINETS
present KEKCC  presentiKEKCC new KEKCC

Limited to 10Gbps Limited to 10Gbps faster than 10Gbps

® SINET4 + present KEKCC
= NYC link by SINET4 (upto 10G)

= non LHCONE
® SINETS + present KEKCC

= London link by SINET5 (upto 20G)
= non LHCONE

e SINETS5 + new KEKCC
= London link by SINET5 (upto 20G)
= with LHCONE
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ele T Data challenge scope and strategy

Goal: stress the Belle 1l Grid network infrastructure and software stack

Data challenge between major sites pair, both ways
Test files not registered in any catalog
No concurrent transfer to-and-fro to avoid cross-talk

mimic the raw data transfer mimic the processed data transfer
KEK = PNNL PNNL = EU (mdst for beam data and MC)
KEK = EU EU = PNNL
(PNNL= EU) EU->EU
PNNL = KEK
EU = KEK
raw data transfer processed data (mdst) transfer

2021-2024

2016-2020
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B Overview of Data Challenge setup

Overview of Belle II computing software and tools
Data Challenge Setup
D| R AC File Transfer Server (FTS3) to schedule transfers

between sites

version : 3 31
v BWCTL
BWCTL used for gkl X

initial network test

and check routing. ~ ' Bandwidth
BWCTL setup on ~Test
dedicated perfSONAR - Controller ..
boxes. ] o ., P Y

iperfs - initial test
traceroute - check routing

MaDDash
perfS%Nf'—\R

powered

* GridFTP servers renders
file transfers between sites

GridFTP

Asia (KEK):

Go lwai, Takanori Hara,
Soh Suzuki, Ikuo Ueda

US (PNNL):

Vikas Bansal, David Cowley,
Kevin Fox, Malachi Schram,
Dan Spanner

CNAF
Daniele Cesini,
Stefano Zani

DESY

Andreas Gellrich,
Michael Steder

KIT
Bruno Hoefft,
Andreas Petzold

NAPOLI
Silvio Pardi

SIGNET
Marko Bracko, Dejan Lesjak
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Belle I

Data challenge PNNL © KEK

»~100 files with each file ~10 GB. This implies ~1 TB of data.

» Throughout monitoring via GridFTP Marker data analysis.

» GridFTP marker data does not include ethernet packet overhead of 64 - 84 Bytes. This corresponds to

~5% (MTU: 1500 B) and ~1% (MTU: 9000 B).

» Given background traffic and ethernet overhead, GridFTP marker data analysis is consistent with

throughput from edge router monitoring.

KEK =>PNNL saturates at 3.6 Gbps

Throughput as time elapses [sampling step 30 sec] |

PNNL =>KEK saturates at 4.6 Gbps

Throughput as time elapses [sampling step 30 sec]

4 16 TCP Streams used

Rate [Gbps]

3 .5 __ Successful transfers
3
2.5 5 20%°
oct
2|5
1.5 Numbers show active
: f concurrent transfers
0.5
5 15| 25 35 45, 550 65 750 85| 95
I I R O O LA I O A O O O A I
OO 100 200 300 400 500 600 700 800 900

time [minutes]

- —
45 -
4 f_ Successful transfers
35E 0o 'I'
SR e > J
vy 3 — Ill
& _E .10 TCP Streams used
O 25
g LE |
o C ’ Numbers show active
1.5 concurrent transfers
1
0.5 5 10101511201:25 130, 35 40/45 |50
1 1 | 1
OO 50 100 150 200 250 300 350 400

time [minutes]
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< Data challenge PNNL © KEK

Vikas Bansal

2019 Inbound Network 2024 Inbound Network
bandwidth requirement bandwidth requirement 2015 Data Challenge Result Comment

(user analysis not incld.) (user analysis not incld.)

100 Gbps SINET link
coming up this Mar. 26

NS 24EE < 3 Gbps < 4.5 Gbps 4.6 Gbps
KEK = 0.8 Gbps (high success rate!*
SIGNET 0.4 Gbps 0.6 Gbps 2.4 Gbps (low success rate) '

i 3 Gbps with appropriate load.
::EAT:;.I 1.1 GbpS / 2 * 4.7 GbpS / 2 * 3 Gbp Higher l:\:\gndwidths rrl1ay be

possible
KEK => KIT 1.2 Gbps / 2* 4.8 Gbps / 2* 3.5 Gbps
{36 0iae 1.2 Gbps / 2* 4.8 Gbps / 2* 3.0 Gbps

KEK = PNNL EX€lJS 8 Gbps 4 Gbps

Achieved

* equal site splitting in country
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<> GEANT and Peering with EU sites during DC

- M.:._‘, ESnet —=2. GEANT

10 Gbps =
P ENERGY SCIENCES NETWORK Networks « Services « People

ARMES

FN ﬁ

arnes-lhcone-gw.lju.si.geant.net

GARR

5

garr-lhcone-gw.gen.ch.geant.net

O

ﬁ‘

4

dfn-lhcone-gw.ham.de.geant.net

INFN
NAPOLI 10 Gbps
P 20 Gbps 80 Gbps

20 Gbps

B ; - T

ru-lhcone-na-rxl1-nal.nal.garr.net - - v SIGNET
INFN ﬁ

CNAF
kr-des52-1.x-win.dfn.de kr-fzk80-1.x-win.dfn.de

“% Ihcone-ijs.arnes.si

rx1-bol-ru-13vpn-lhcone-infn-cnaf.bol.garr.net

10 Gbps
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Belle I

» PNNL « DESY link is symmetric with respect to throughput.

Data challenge : PNNL © DESY

» To sustain high concurrent transfers more capacity/resilience is needed at PNNL.

» PNNL has recently (Jan. 2016) increased storage capacity.

PNNL = DESY saturates at 6.6 Gbps

| Throughput as time elapses [sampling step 70 sec] | ‘ 8 varwiors

Rate [Gbps]

7

Succoanial frazafora

NN L= DESY

6

5

;16 TCP Streams used

iTlls 15 25 W35 45 §ss |65 75 fss fos
I I 1 :

[

Numbers show active
concurrent transfers

600 800 1000 1200
time [minutes]

200 400

Problem with GridFTP servers
at PNNL during transfers

DESY => PNNL saturates at 6.6 Gbps ‘
| Throughput as time elapses [sampling step 70 sec] | ‘:I --------
7~ DESY-=> PNNL E——
E__ ........................ ., ....................................................... "| ..... Bl .....:l ..... I
§- a4l " 16 TCP Streams used =
S 7 |
o - . :
E 33 Numbers show active
2‘ |concurrent transfers
15 115 25 35 B4s Biss Bes B75 Mss
0 100 200 300 400 500

time [minutes]
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< Data challenge: PNNL © KIT

» PNNL « KIT link is not necessarily asymmetric with respect to throughput.
» SpaceToken - BELLE - used for the test.
» SRM problem found and KIT-team resolved it. See later results from KIT.

Failure due to SRM busy caused by checksum calculations
(Problem is eventually tackled)

PNNL = KIT bandwidth >= 4.0 Gbps KIT = PNNL saturates at 6 Gbps
| Throughput as time elapses [sampling step 60 sec] | ‘:I ﬂ- 1--r-*~--/ | Throughput as time elapses [sampling step 60 sec] | ‘:I i varats
45_PNNL->KIT ______________ 3 VN S . A - S KIT —) PNNL
= I TR Y R — .
ar .
= VSN | TR N T A 5 o, 2080
3.5 : sa(\- : Sa‘\' \31
Z s raiia EE A T b A LR RARER
S 25| JL0 TCP Streams used & 16 TCP Streams used
% al !l § % 3_ ] |
= 'Numbers show active = - : Numbers show active
1.5 concurrent transfers 2:_ ........ S AR B BB Beoncurrent transfers
; . : 1 _
. 1 ..... i I N ._ L | i L | 1 d | | |
0.5 5 15 20 25 N | 15 Bs5 35 Bas Ms5 Bes B7s fss
n I : : | | | ! |
20 40 60 80 100 120 140 160 180 0 100 200 300 400 500 600 700 800

time [minutes] time [minutes]
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= Data challenge : PNNL © Napoli

LHCONE Link Traffic during Belle Il data challenge Vikas Bansal
T PNNL = NAPOLI
S o
4o Belle Il traffic coincidentally overlapped with LHC traffic
E?E The link saturate at 10 Gbps. Belle Il was 30% of it
PNNL —) NAPOLI saturates at 3 Gbps NAPOLI = PNNL saturates at 8 Gbps
| Throughput as time elapses [sampling step 60 sec] | IE 1 varass | Throughput as time elapses [sampling step 5 sec] | T
....... st [ [r————
B [ T T T T e 10 e —
- PNNL -> NAPOLI i ‘ NAPOLI —) PNNL
°F Br_mﬂ' il
2.5:_"“0“ 9 i : F '
§' 2;_ """"""""""" """" ' 1116 TCP Streams used t o | é‘ -
g 1.5:— ------------ | | . l . . . l. 5 C L Numbers show activé
& Numbers show active | fjLoTCP Streams used " -\ rrent transfers
concurrent transfers I 10!
55 75 95 1100

2

] ] 200 250 300 350
time [minutes] time [minutes]

15
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< Data challenge PNNL © EU

Vikas Bansal

2019 Inbound Network 2024 Inbound Network

2015-2016 Data Challenge

Result : PNNL + EU Comment

bandwidth requirement bandwidth requirement
(user analysis not incl.) (user analysis not incl.)

PNNL = DESY < 3 Gbps < 4.2 Gbps 6.6 Gbps :
PNNL = KIT <3 Gbps < 4.2 Gbps >4.0Gbps
' ) Qverlapped with ATLAS-
PNNL - NAPOLI BERes < 4.2 Gbps 3 Gbps Ertfffﬁi. Could be
_ etter
PNNL = CNAF  E3EX¢] o]0} < 4.2 Gbps 8 Gbps
DESY = PNNL 1 Gbps / 2* 2 Gbps / 2* 6.6 Gbps _
KIT = PNNL 1 Gbps / 2* 2 Gbps / 2* 6 Gbps
(o V.Y - [\[ N 1 Gbps / 2* 2 Gbps / 2* 9 Gbps *
Achieved
(el NI A\ 1M 1 Gbps / 2* 2 Gbps / 2* 8 Gbps -
PNNL = SIGNET a0 }:¥¢]o]e& ~0.6 Gbps 0.6 Gbps

* equal site splitting in country
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<> Summary of Data transfer challenge

- /

. m 4.6 Gbps 4Gbps 5Gbps 7 Gbps 5.5Gbps 2.5 Gbps
M4Gbps 6.6 Gbps 6 Gbps 9 Gbps 8 Gbps -

p23A - 3Gbps 6.6 Gbps 8 Gbps 8 Gbps 8* Gbps 3 Gbps

KIT 3.5 Gbps >4* Gbps 6-8 Gbps 6-8 Gbps 6 Gbps 3 Gbps
CNAF & 8 Gbps 10 Gbps 6 Gbps 8* Gbps 3 Gbps
\IAHelAE 3% Gbps 3* Gbps  3* Gbps 3 Gbps  3* Gbps 3* Gbps

Sl 3F 0.8 Gbps 0.6*Gbps 5 Gbps  2-5Gbps 5Gbps  2* Gbps

* Site has storage/SRM related problems that were tackled later
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<2 Summary

Accelerator / Detector

phase1 detector (BEAST2) was installed and new data in coming

First turn of beam is achieved

Computing
distributed computing system operation has started
several MC production campaign was done

entire KEKCC will be replaced in this summer

Network
SINET4 (now) = SINETS (Apr.-Aug.) = SINET5 + LHCONE (Aug. -)

Data transfer challenge
Network bandwidth required for the Belle Il operation until 2014 is fulfilled in
KEK © EU, PNNL © EU, EU © EU, but KEK © PNNL

The availability of “SINET5 + LHCONE™ must improve the bandwidth between KEK and PNNL
Need to update the data challenge results

Necessary to test the data transfer under more realistic situation
mixture of raw data, mDST transfer as well as data transfer for user analysis

Big thank to all participants in the Bellell data transfer challenge!!





