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2016

JFY2016

2017 2018 2019

JFY2017 JFY2018 JFY2018Japan FY
Now

Calender year

Summer shutdown
(power saving)

Summer shutdown
(power saving)

Summer shutdown
(power saving)

Phase 1 Phase 2 Phase 3

MR renovation for phase 2, including
installation of QCS and Belle II

w/o  QCS
w/o  Belle II

w/ QCS
w/ Belle II (no VXD) w/ full Belle II detector

DR commissioningDR installation & startup

MR startup VXD installaion
HER start

LER start

Summer shutdown
(power saving)

KEKCC  replacement

SuperKEKB/Belle II  Time  line
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phase 1 operation for 5 months

http://www.desy.de/news/news_search/index_eng.html?openDirectAnchor=945&two_columns=0

First  turn  of  beam !
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Ueda I. - Belle II Computing towards ... - 2015.02.07. @ B2GM (KEK)

100k

ATLAS (>130 sites)

140k

1st
60M
events

2nd
560M

events

3rd
~6B

events

17  countries/regions

~40  sites

Australia, Austria, Canada,  China, Czeck  R.,
Germany, India, Italy, Japan, Korea, Poland,
Russia, Slovenia, Taiwan, Turkey,
Mexico, USA 

GRID,  Cloud,  local  cluster  is  available

4th
~11B
events

20k concurrent  jobs  (one-day  average)

Jan. 2011
Oct. 2014

Jan 2013 Jan. 2015 Jan. 2016

5th~50B
events

aiming  the  larger  scale 

LHCb (~120 sites)

~40k Jobs

Belle II  now

Mar. 2010 Sep. 2012 Sep. 2014

Operation  at  larger  scale
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CPU days
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Destination Storages

SE Share Capacity Used Actual Share
DESY-TMP-SE 30 560 TB ~230 TB (*) 27.7%
Napoli-TMP-SE 20 313 TB 148.7 TB 17.9%
KEK2-TMP-SE 15 560 TB 153.9 TB 18.5% (**)
CNAF-TMP-SE 10 150 TB 100.5 TB 12.1%
KMI-TMP-SE 10 200 TB 81.3 TB 9.8%
KIT-TMP-SE 5 171 TB 57.1 TB 6.9%

CESNET-TMP-SE 5 44 TB 35.8 TB 4.3%
SIGNET-TMP-SE 5 200 TB 23.5 TB 2.8% (***)

Total 100 2,198 TB 830.8 TB 100%
(*) DESY: subtracting the usage by Belle1 (~260 TB )
(**) KEK: some data duplicated at KEK 
(***) SiGNET: added later

Capacity and usage by SRM space token (lcg-info for DESY) 
Old data (before MC5): included (DESY, KEK, CNAF, KMI), not incl. (others)

as of 23 feb 2016

for  MC5  production  period (2015  Aug. 7 - 2016 Feb. 1)

DESY  also  contributes  on
 DPHEP  (Data  Preservation  in  HEP)  for  Belle

Contribution  by  sites
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SINET4 + present KEKCC
- NYC link by SINET4 (upto 10G)
- non LHCONE

SINET5 + present KEKCC
- London link by SINET5 (upto 20G)
- non LHCONE

SINET5 + new KEKCC
- London link by SINET5 (upto 20G)
- with LHCONE

SINET5
new KEKCC

Apr.2016 Aug.2016

SINET5
present KEKCC

SINET4
present KEKCC

Timeline  for  the  network  availability
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KEK-SINET4 (until  the  end  of  March)

2 x 10G
- redundant w/o load balancing
- One for Ordinary internet connection
- One for Inter-labs VPNs

HEP groups in domestic universities

VC to ESnet+CANARIE

additional 8x1G for inter-campus 
connection of KEK

Border sw

FW

Campus core

Border sw

FW

Campus core

KEKCC-FW

KEKCC core

router for 
LHCONE

PNNL
ESnet

CANARIE

SINET4

HEPnet 
CANADAInternet

GRID 
resources

Campus 
network
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KEK-SINET5  (April ~ August)
HEPnet 

New border switch install
- 100G + 4x40G
- 2x40G are dedicated to new KEKCC
100G to SINET5
- Inter-labs VPNs without internet connectivity

including present VC to ESnet
probably for LHCONE

10G to SINET5
- bypass new border switch
- Ordinary internet connection
- Inter-labs VPNs with internet connectivity

Border sw

FW

Campus core

Border sw

FW

Campus core

KEKCC-FW

KEKCC core

router for 
LHCONE

PNNL
ESnet

CANARIE

SINET5

CANADAInternet

GRID 
resources

Campus 
network

New border

100G

40G

10G

10G

10G

HEPnet 
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KEK-SINET5  with  LHCONE

network

Present connection is limited by single 10G link
New KEKCC will have 40G link for LHCONE

Border sw

FW

Campus core

Border sw

FW

Campus core

KEKCC-FW

KEKCC core

router for 
LHCONE

PNNL
ESnet

CANARIE

SINET4

HEPnet 
CANADAInternet

GRID 
resources

Campus 

Bottleneck

Border sw

FW

Campus core

Border sw

FW

Campus core

KEKCC-FW

KEKCC core

SINET5

Internet

GRID 
resources

Campus 
network

New border

100G

40G

10G

LHCONE

network
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SINET4 + present KEKCC
- NYC link by SINET4 (upto 10G)
- non LHCONE

SINET5 + present KEKCC
- London link by SINET5 (upto 20G)
- non LHCONE

SINET5 + new KEKCC
- London link by SINET5 (upto 20G)
- with LHCONE

SINET5
new KEKCC

Apr.2016 Aug.2016

SINET5
present KEKCC

SINET4
present KEKCC
Limited to 10Gbps Limited to 10Gbps faster than 10Gbps

Timeline  for  the  network  availability
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2016-2020

2021-2024

raw data transfer processed data (mdst) transfer

Goal: stress the Belle II Grid network infrastructure and software stack

Data challenge between major sites pair, both ways 
Test files not registered in any catalog 
No concurrent transfer to-and-fro to avoid cross-talk

KEK  PNNL 
KEK  EU 

PNNL  KEK

PNNL  EU 
EU  PNNL 
EU  EU

EU  KEK

mimic the raw data transfer mimic the processed  data transfer
(mdst for beam data and MC)

(PNNL  EU) 

Data  challenge  scope  and  strategy
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Vikas Bansal

BWCTL

DIRAC
Data Challenge Setup

GridFTP

MaDDash

File Transfer Server (FTS3) to schedule transfers  
between sites

GridFTP servers renders 
file transfers between sites

iperf3 - initial test
traceroute - check routing

BWCTL used for  
initial network test 
and check routing. 
BWCTL setup on  
dedicated perfSONAR 
 boxes.

DIRAC is the main  
software to orchestrate  
Belle II computing resources

Overview of Belle II computing software and tools

MaDDash provides network monitoring. 
Belle2 Sites are part of MaDDash mesh.

version : 3.3.1

Asia (KEK):

Go Iwai, Takanori Hara, 
Soh Suzuki, Ikuo Ueda 

US (PNNL):

Vikas Bansal, David Cowley, 
Kevin Fox, Malachi Schram, 
Dan Spanner  

EU:
CNAF

Daniele Cesini, 
Stefano Zani 

DESY
Andreas Gellrich, 
Michael Steder  

KIT
Bruno Hoeft, 
Andreas Petzold

 

NAPOLI
Silvio Pardi 

SIGNET
Marko Bracko, Dejan Lesjak

Overview  of  Data  Challenge  setup
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~100 files with each file ~10 GB. This implies ~1 TB of data. 
Throughout monitoring via GridFTP Marker data analysis. 
GridFTP marker data does not include ethernet packet overhead of 64 - 84 Bytes. This corresponds to 
~5% (MTU: 1500 B) and ~1% (MTU: 9000 B). 
Given background traffic and ethernet overhead, GridFTP marker data analysis is consistent with 
throughput from edge router monitoring.
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Throughput as time elapses [sampling step 30 sec]

KEK PNNL saturates at 3.6 Gbps PNNL KEK saturates at 4.6 Gbps

10 TCP Streams used

16 TCP Streams used

5 10 15 20 25 30 35 40 45 505 15 25 35 45 55 65 75 85 95

Numbers show active
concurrent transfers

Numbers show active
concurrent transfers

Nov. 11, 2015

Oct. 22, 2015

Vikas Bansal

Data  challenge  PNNL  KEK
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2019 Inbound Network 
bandwidth requirement 
(user analysis not incld.)

2024 Inbound Network 
bandwidth requirement
(user analysis not incld.) 

2015 Data Challenge Result Comment

KEK ➔ PNNL 5 Gbps 8 Gbps 4 Gbps 100 Gbps SINET link 
coming up this Mar. 26 

PNNL ➔KEK < 3 Gbps < 4.5 Gbps 4.6 Gbps

KEK ➔
SIGNET 0.4 Gbps 0.6 Gbps 0.8 Gbps (high success rate) 

2.4 Gbps (low success rate) 

KEK ➔
NAPOLI 1.1 Gbps / 2* 4.7 Gbps / 2* 3 Gbps

3 Gbps with appropriate load.
Higher bandwidths may be 
possible

KEK ➔ KIT 1.2 Gbps / 2* 4.8 Gbps / 2* 3.5 Gbps
KEK ➔ DESY 1.2 Gbps / 2* 4.8 Gbps / 2* 3.0 Gbps

* equal site splitting in country

Vikas Bansal

Data  challenge  PNNL  KEK
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3 x 100 Gbps
PNNL

DFN

DESY KIT

ARMES

SIGNET

GARR

INFN
NAPOLI

INFN
CNAF

10 Gbps

dfn-lhcone-gw.ham.de.geant.net

kr-des52-1.x-win.dfn.de kr-fzk80-1.x-win.dfn.de

garr-lhcone-gw.gen.ch.geant.net

ru-lhcone-na-rx1-na1.na1.garr.net

rx1-bo1-ru-l3vpn-lhcone-infn-cnaf.bo1.garr.net

arnes-lhcone-gw.lju.si.geant.net 

lhcone-ijs.arnes.si

20 Gbps

10 Gbps
80 Gbps

10 Gbps20 Gbps

Vikas Bansal

GEANT  and  Peering  with  EU  sites  during  DC
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PNNL ⬌ DESY link is symmetric with respect to throughput.
To sustain high concurrent transfers more capacity/resilience is needed at PNNL.

PNNL has recently (Jan. 2016) increased storage capacity.

PNNL ➔ DESY

Problem with GridFTP servers
at PNNL during transfers

PNNL ➔ DESY saturates at 6.6 Gbps DESY ➔ PNNL saturates at 6.6 Gbps 

DESY ➔ PNNL

5 15 25 35 45 55 65 75 85 95 5 15 25 35 45 55 65 75 85

Numbers show active
concurrent transfers

Numbers show active
concurrent transfers

16 TCP Streams used

16 TCP Streams used

Data  challenge : PNNL  DESY
Vikas Bansal
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PNNL ⬌ KIT link is not necessarily asymmetric with respect to throughput.
SpaceToken - BELLE  - used for the test.
SRM problem found and KIT-team resolved it. See later results from KIT.

PNNL ➔ KIT

Failure due to SRM busy caused by checksum calculations
(Problem is eventually tackled)

PNNL ➔ KIT bandwidth >= 4.0 Gbps KIT ➔ PNNL saturates at 6 Gbps 

KIT ➔ PNNL

5 15 25 5 15 25 35 45 55 65 75 85

Numbers show active
concurrent transfers

Numbers show active
concurrent transfers

10 TCP Streams used 16 TCP Streams used

20

Data  challenge: PNNL  KIT
Vikas Bansal
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15

LHCONE Link Traffic during Belle II data challenge

Belle II traffic coincidentally overlapped with LHC traffic
The link saturate at 10 Gbps. Belle II was 30% of it

PNNL ➔ NAPOLI saturates at 3 Gbps 

PNNL ➔ NAPOLI

16 TCP Streams used

Numbers show active
concurrent transfers

5 10 15 35 45 65 75 85 9525 55

NAPOLI ➔ PNNL saturates at 8 Gbps 

16 TCP Streams used

NAPOLI ➔ PNNL

PNNL ➔ NAPOLI

Numbers show active
concurrent transfers

5 15 35 55 75 10095

Data  challenge : PNNL  Napoli
Vikas Bansal
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2019 Inbound Network 
bandwidth requirement 
(user analysis not incl.)

2024 Inbound Network 
bandwidth requirement
(user analysis not incl.) 

2015-2016 Data Challenge 
Result  : PNNL ⬌ EU Comment

PNNL ➔ DESY < 3 Gbps < 4.2 Gbps 6.6 Gbps

PNNL ➔ KIT < 3 Gbps < 4.2 Gbps > 4.0 Gbps

PNNL ➔ NAPOLI < 3 Gbps < 4.2 Gbps 3 Gbps
Overlapped with ATLAS-
LHC traffic. Could be 
better

PNNL ➔ CNAF < 3 Gbps < 4.2 Gbps 8 Gbps
DESY ➔ PNNL 1 Gbps / 2* 2 Gbps / 2* 6.6 Gbps
KIT ➔ PNNL 1 Gbps / 2* 2 Gbps / 2* 6 Gbps
CNAF ➔ PNNL 1 Gbps / 2* 2 Gbps / 2* 9 Gbps
NAPOLI ➔ PNNL 1 Gbps / 2* 2 Gbps / 2* 8 Gbps
PNNL ➔ SIGNET ~ 0.4 Gbps ~0.6 Gbps 0.6 Gbps

* equal site splitting in country

Vikas Bansal

Data  challenge  PNNL  EU
19



Source KEK PNNL DESY KIT CNAF NAPOLI SiGNET

KEK 4.6 Gbps 4 Gbps 5 Gbps 7 Gbps 5.5 Gbps 2.5 Gbps

PNNL 4 Gbps 6.6 Gbps 6 Gbps 9 Gbps 8 Gbps -

DESY 3 Gbps 6.6 Gbps 8 Gbps 8 Gbps 8* Gbps 3 Gbps

KIT 3.5 Gbps >4* Gbps 6-8 Gbps 6-8 Gbps 6 Gbps 3 Gbps

CNAF - 8 Gbps 10 Gbps 6 Gbps 8* Gbps 3 Gbps

NAPOLI 3* Gbps 3* Gbps 3* Gbps 3 Gbps 3* Gbps 3* Gbps

SiGNET 0.8 Gbps 0.6*Gbps 5 Gbps 2-5 Gbps 5 Gbps 2* Gbps

* Site has storage/SRM related problems that were tackled later

Columns
show
upload
bandwidth

Rows show
download
bandwidth

Summary  of  Data  transfer   challenge
20



Accelerator / Detector

First  turn  of  beam  is  achieved

distributed  computing  system  operation  has  started
several  MC  production  campaign  was  done

phase1  detector  (BEAST2)  was  installed  and  new  data  in  coming

Computing

Network
SINET4 (now)  SINET5 (Apr.-Aug.)  SINET5 + LHCONE (Aug. -)

Data  transfer  challenge

entire  KEKCC  will  be  replaced  in  this  summer

Network  bandwidth  required  for  the  Belle II  operation  until  2014  is  ful�lled  in
KEK  EU,  PNNL  EU,  EU  EU,  but  KEK  PNNL

The  availability  of  “SINET5 + LHCONE”  must  improve  the  bandwidth  between  KEK  and  PNNL    
Need  to  update  the  data  challenge  results

Necessary  to  test  the  data  transfer  under  more  realistic  situation  
mixture  of  raw  data,  mDST  transfer  as  well  as  data  transfer  for  user  analysis

Big  thank  to  all  participants  in  the  Belle II  data  transfer  challenge !!

Summary
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