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PROBLEM STATEMENT:

“HYBRID TEXT AND IMAGE PARALLEL 
COMPRESSION ALGORITHM (HTIP)”



MODULES:

MODULE NAME OBJECTIVE OUTCOME

Text Compression Module 1 Parallel LZSS Compression To compress the given input text file using 
LZSS to generate an intermediate file.

Text Compression Module 2 Parallel Huffman Compression
To further compress the intermediate file into 

the final compressed file using Huffman 
Compression.

Image Compression Module 1 Semantic Perception of Image  
(GRAD CAM)

To generate a map that highlights the 
semantically-salient regions so that they can 
be encoded at higher quality as compared to 

background regions

Image Compression Module 2 Hybrid Layered Image 
Compression 

To generate a compressed image based on 
the semantic perception of the input image 

received from grad - cam
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ARCHITECTURE:
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ARCHITECTURE:
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ARCHITECTURE:

SEMANTIC PERCEPTION IMAGE COMPRESSION (GRAD CAM)
(Image Module 1)



ARCHITECTURE:

PROPOSED HYBRID IMAGE COMPRESSION NETWORK
(Image Module 2)



ARCHITECTURE:

STRUCTURE OF COMPNET AND RECNET



OUTPUT ANALYSIS:

TEXT FILE SIZE (kb) COMPRESSED FILE SIZE (kb)

10 7.69

50 37.52

100 73.85

SERIAL IMPLEMENTATION OF HUFFMAN CODE



OUTPUT ANALYSIS:

PARALLEL IMPLEMENTATION OF HUFFMAN CODING



OUTPUT ANALYSIS:

GRAPHICAL COMPARISON OF HUFFMAN CODING

File 
sizes

Serial Implementation
Parallel 

Implementation

128kb 170ms 75ms

256kb 865ms 55ms

512kb 4157ms 69ms



OUTPUT ANALYSIS:

SEMANTIC PERCEPTION OF IMAGE - GRAD CAM



TECHNOLOGY STACK:



1. Compressing a scanned pdf file.

2. Compressing a formatted text file.

3. Approaching companies to identify the different data types used by them 
that can be compressed.

FUTURE SCOPE:
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