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CNAF
° Standard “GRID-like”HTC farm

The 3 parties in the game , Sismtuen

° 90 PB of tapes on 2 libraries
e | HC Experiments

o Theitalian groups in ALICE, ATLAS, CMS, LHCb, deliver 10-15%  CINECA

. , . Marconi cluster
of the experiments’ computing pledges. e Based on Omnipath

o CNAF e  ~19 Pflopls

° 17 PB of local storage
o Italian Tier-1 in Bologna. Main INFN data center providing

. . Marconi A2 Partition
computing and storage to more than 30 experiments D T | ST A
PY C|NECA (KNL) at 1.4 GHz and 96 GB of
RAM
o HPC center in Bologna. Tier-0. e 68 cores/node, 244800 cores
o In 2019 top machine was Marconi, partially KNL and partially o PealdPerommsness = Fileps
SkyLake based. At 21st position in top500.org Marconi A3 Partition
o Selected site for 1 of the 3 EU pre-exascale machines Bl e ® 3216 nodes with SkyLake at 2.1
/m\\ [ GHz
_— = " e  Peak Performance: ~8 Pflop/s
Rmam 4 pre-exa 3exa =
Rank Site System Cores (TFlop/s) [TFlop/s) \\
— _—
/ 3 Zpre-exa 2exa

\_ _— 2018 2019 2020 2021 2022 2023 2024

~—— /__/



http://www.prace-ri.eu/

A typical Marconi A2 node A typical WLCG node has
was configured with

A KNL CPU: 68 or 272(HT) cores, x86_64, rated at ~% 1/2 Xeon-level x86_64 CPUs: typically 32-64 cores,

the HSO06 of a typical Xeon O(10 HS06/thread) with HT on
96 GB RAM, with ~10 to be reserved for the OS: 2GB/thread, even if setups with 3 or 4 are more and
1.3-0.3 GB/thread more typical

No local disk (large scratch areas via O(20 GB/thread) local scratch space
GPFS/Omnipath)

Access to batch nodes via SLURM; Only Whole nodes = Access via a CE. Single thread and 8 thread slots are
can be provisioned, with 24 h lease time the most typical; 48+ hours lease time

Access granted to individuals Access via pilots and late binding; VOMS AAI for
end-user access



ﬁ
LJ

0es it make se

'y an integratio

Today

o we are not relying on HPC resources

Tomorrow (2027+)

o There are strong hints that HL-LHC processing will need to
access HPC resources depending on specific Funding

Agency'’s policies

o The current modelling of HL-LHC computing does not fit a
reasonable budget with only in-house resources

o We need to build experience on today’'s HPC systems in order
to be prepared and influence next generation systems

o HPC systems give massive access to accelerators and in
general to heterogeneous systems - we need to be prepared

On top of that ...

-

N/

Se 10

2010 11 12 13 14 15 16 17 18’19 20 21

- Not on the critical path

- -

Run 3 (u=55) Run 4 (1=88-140) Run 5 (1
T T T

p=165-200)
T

e B i S S S S o e
- ATLAS Preliminary ko
F 2020 Computing Model - CPU

T
o
o)
D
»
o
=
@
B

4 Conservative R&D ”
v Aggressive R&D e

(+10% +20% capacity/year) A

A LHCC common scenario ; &
(Conservative R&D, u=200) H Ak

Annual CPU Consumption [MHS06-years]
a
=)

|\II\[III\‘IHI'\IH'HIIII\

10

— Sustained budget model ',.‘"'vl'lle gap" e
AT

Lovon by b e b b B i |

1111

T EEEEE) |  (RNEEEE
020 2022 2024 2026 2028 2030 2032

NFTT

0 L

H

60000~ T T T T T T T T

Total CPU

50000~ 2020 estimates

—m— Rund: 200PU and 275fb~Y/yr, 7.5 kHz, no on-going R&D included
~@- Run4: 200PU and 500fb~Y/yr, 10 kHz, no on-going R&D included
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CNAF and CINECA

Close to each other (less than 8 km)

Existing collaboration: ~50% of the CNAF CPU
power (180 kHS06, 2018) already on regular
“GRID-like” nodes hosted @ CINECA (refurbished
from the former A1 partition of Marconi)
Connected via a dark fiber and a pair of Infinera

CloudXpress systems

o Capping at 1.2 Tbit/s; currently at half capacity
o High bandwidth + low latency — no strict need for caches

. . . CNAF-INFN and C;NECA 1
CINECA and CNAF are planning the migration to a »_m_oo L
common location (the “Technopole”) by end of
2022, and integration experience is welcome Rl LtIslel =2 CUZ B3V (2 {elel AT Ryy 32

I n t h at p e rS p e Ct I Ve a Leonardo is the new supercomputerithat prdjects, Italy towards the exascale
° - class of high performange computing for research and’ingovation. The project
CI N E CA a n d I N F N a re pa rtn e rs I n t h e - f&;he kegnardo,system waspresented by Cinecagrepresenting Italy in
w3agreement with theitalian'Ministry of Education, University and Research; the

-e N ‘Mlonal Institute of NUelearPhysics (INEN) and the International School of
Advam:ed Studies (SISSA) Ellel approved by the European Joint Undertaking b
X e ,
. X UreHPC, -

Pre-Exascale Leonardo system



The Grant

e CVMFS (and its squids) ok
o Interest also from non HEP community
The LHC Italy community successfully applied
for a “PRACE Project Access” on the CINECA
KNL partition o  Enough to guarantee access to CNAF storage
30McoreH allocated after a demonstration and conditions for experiments’ workflows

the project was “feasible” (via a 20kcoreH test) o  We can use it also for accessing external data

“Feasible” meantmany handshaking / changes
to initial setup on both sides - thanks to the
mutual understanding and the flexibility from
CINECA’s side on what is seen as a use case of
mutual interest

Project scope and plan

o Therest over GPN
Singularity audited by CINECA’s sysadmins
and green lighted
e A HTCondorCE/Slurm allowed at the CINECA
projectname  JHC@HFC edge nodes

Research field High Energy Physics

Principal Investigator (Pl)
Title (Dr., Prof., etc.) Pr
Last name Boccali

Some personal comments:

: ° Being able to speak to the center makes things so much easier

First name [fommaso f he site limitati th i “nobod ded the feat

Organisation name® Jstiuto Nazionale di Fisica Nuclears (INFN) ° Often t e site limitations are there since “nobody needed the feature

Department* Sezione di Pisa before

Group® Scientfic Computing, CMS ° In general, getting an agreement on the changes was easier than feared! 7
Country taly




Technical setup#1: jobs
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Technical setup#3: data access
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.. but: what to run?

Nodes with 272 threads each
(68 physical cores with 4x HT)

@)

Insufficient RAM (86+10 GB) to run
272 single threaded payloads

Clear advantage in using MT/MP
codes to reduce the footprint

@)

Need to find the best configuration,
different from the one used on WLCG
machines with 2 GB RAM / thread
Effort needed on software application

development to implement MP or MT
Effort needed on Grid job submission
to fill as many of the 272 threads as
possible using many MT/MP jobs

Examples from the four LHC
experiments on the next slides!



% |H(h (% Stagni etal. @CHEP 2019) arxiv:2006.13603

LHCb multi-core Grid submission
o  DIRAC Matcher service
o  One pilot per node, partitions the
node for optimal job allocation

E MarconiA2 @CINECA (1x 68-core 1.4GHz KNL with 4x HT)
—— 8 T MarconiA2 @CINECA (1x 68-core 1.4GHz KNL with 4x HT)
1 T
| 1
E ;8 NoHT = 2xHT . 4x HT 100 MAXIMUM MEMORY: 96 GB
> ge) :
[ !
L2 <& | 8 NoHT = 2xHT | 4x HT
< E ?\) .((\e\ = 8 ° !
5i, RN :
2] e | 5
> | #procs 60
3 CL o
m # 4 (\@ : per MP job |4
5= @‘z ek 1 (sP) E
O <l ' e 2 | o a
= / e E
— : ! Bt B n
) 3 : ] o 17 %5
b o] = e-o 34 w
o 1 *—e 68 m
Z H ! . oo 136 > P
00 50 100 150 200 250 0 Levgloof parallelllgrz (#jobs nlr-?\oes *procszggr MP Job)250
Level of parallelism (#jobs times #procs per MP job)
# threads

LHCb MC Simulation software
o RAM enough for ~80 single-process jobs
o Using a multi-process application, may use
136 threads with 8 MPx17 jobs, but with
minimal gain in event/sec throughput

DIRAC Matcher service
N DIRAC Jobs
I O D
queue
Resources
capabilities

000 mmeE . .
[0 M. .

o) |l D seHHE



https://arxiv.org/abs/2006.13603

(6% LHCh usage of CINECA

Detailed MC simulation: CPU intensive,
no input data, output data to CNAF

LHCb pursued and achieved two goals

First goal (Q2 - Q3 2020): commission
multi-core job submission via Dirac in
production (multi-process MC jobs)

Second goal (Q4 2020 - Q1 2021):
large-scale exploitation of CINECA
computing resources (mainly through
single-core jobs: ~70 jobs per node)

LHCb Running Jobs at CINECA by JobType
50 Weeks from Week 13 of 2020 to Week 11 of 2021

jobs

oooooo

Max: 4,638, Average: 935

"LHCb MCSimulation Running Jobs by Site
26 Days from 2021-02-02 to 2021-02-28

kjobs

-02-06  2021-( 2021-02- - -
Max: 91.9, Min: 13.6, Average: 68.0, Current: 13.6

rerpool uk
R cer

Feb 2021: CINECA was the largest LHCb site
outside CERN for detailed MC Simulation ;



(MS

09/03 09/05 09/07 09/03 09/m

Disk usage cineca

2078
18 7B
16 TB
1478

1278
09/26 09/27 09/28 09/29 09/30 10/01 10/02

quota used

Tested the deployment of a SSD frontend cache (just 20 TB);
obviously too small but with a nice test of flushing policies

Deployed for the first time in production a local
mechanism for cherry-picking jobs in the CMS
global pool. CINECA is invisible to the CMS central
operations, and appear just as an elastic
extension of CNAF

09/13

# cores

Pool fragmentation (CPUs)

Able to use up to 22kCores

09/15 0917 09/19 09/21 09/23 09/25 09/27 09/29 10/01

min  maxv avg current t
0 1864K 197K 200
0 1278K 312K 16
0 533K 413 0

Average CPU Efficiency job in CINECA

100 [_‘

09/2920:00 09/30 00:00 09/30 04:00 09/3008:00 09/3012:00 09/3016:00 09/3020:00 10/0100:00 10701 04:00 10/0108:00 10/0112:00 10/01 16:00

Anal

Able to process central workflows and chaotic user analysis,
with very good CPU efficiency (>80% in all the cases).
All CMS workflows can run @ CINECA!

3 threads

Pilot time = End of slot Wasted cores



ATLAS @ INFN-CINECA HPC OaTL

e Activity started on April 2020
e Montecarlo fast and full simulation jobs (low 1/0)

e 48 threads per job, to allow 2GB RAM per thread

Slots of Running jobs

15K
10K
) i M “ h
: t M U (R
05/01 07/01 09/01 11/01 01/01 03/01
min max avg total v
— MC Simulation Full 0 12.63 K 218K  798.09K
- MC Simulation Fast 0 8.88K 730 267.05K

Peak usage of 12K simultaneous slots

WallClock Consumption of Successful and Failed Jobs - Pie Chart

\

fotal percentage

== finished 85.1 Bil
- failed 4.06 Bil

95% job success rate, including
testing periods, very good result

95%
5%

~

15



ATLAS @ INFN-CINECA HPC

ATLAS

EXPERIMENT

Slots of Running jobs (HS06)

ATLAS Panda queue created to include CINECA-HPC
resources, as part of INFN-T1 site.
e During the grant period, nearly 11% of the sk
ComPUting power used by ATLAS at INFN_T1 06/01 08/01 10/01 12/01 02/01
was provided by CINECA-HPC resources. _— o e B,

INFN-T1-CINECA_HPC

ATLAS standard pilots get input from STORM with file direct access.

< @ 2021-01-01 00:00:00 to 2021-02-28 23:59:59
Average CPU Efficiency Good jobs Average CPU Efficiency Good jobs
1.00

0.75

INFN-T1-CINECA_HPC INFN-CNAF INFN-T1-CINECA_HPC INFN-CNAF
avg avg
INFN-CNAF 0.897 INFN-CNAF 0.893

INFN-T1-CINECA_HPC 0.852 INFN-T1-CINECA_HPC 0.830

e  2020: Pilots modified to get input fileswith e  2021: standard pilots used, reading input
gridftp from CNAF STORM storage . files with gridftp from CERN EOS storage

0 49.5K 9.1K 60.3230 Mil

MC simulation jobs not IO intensive.

Slight difference in average CPU efficiency
comparing with jobs running at
INFN-CNAF.

Very small loss in CPU efficiency getting
input files from CERN



ALICE .. what to run/ (ALICE Run-3 software)

* 02 = Online-Offline Project

PRELIMINARY tests

Slurm submission — 02* (Run-3) pp simulations

HTCondor submission — 02 (Run-3) Pb-Pb simulations
Standard Run-2 submission scheme (pilot jobs, simulation only) to validate the full GRID chain (JDL and register on
File Catalogue)

FINAL test

02 (Run-3) simulation to validate the new simulation framework (high parallelization!) on HPC system

02 Simulations:

100 Pb-Pb events per job (much heavier than pp ones)

with Geant4 propagation: high level of parallelism

From 1 to O(100) concurrent processes (workers)

Digitization (main detectors involved, in particular TPC)

Reconstruction (of simulated data)

Output (~15 GB per 100 Pb-Pb job including everything) written at CERN

17



RAM (MB)

Characterization of performances

90000

80000

70000

60000

50000

40000

30000

20000

10000

N events = N workers (= N procs)

in these simulations

¢ Max RAM (Sim) | AvRAM (Sim)

02 version
23/08/2020

120

140 160 180 200

N events

NevEff/wall (hour™?)

D %
oo N
35 2
s
30 ot
A
25 )
3
A
20 d
e
o
15 ;
é
10 o
o
5
7
0o £
0 20 40 60 80 100 120 140 160 180 200

N workers

Fine scaling up to the number of physical core (68).
30% gain with HT (up to 120 workers)

< event Stze > yrrent sim

NevEff = Nev .
< event size >4 sims

NeVEff defined to remove fluctuations due to
different seeds used in simulations

18



Outcomes

All the experiments succeeded at using Marconi A2 for the production activities they
focused on

Working with CINECA was very valuable to understand the problems of running LHC

workflows in world-class HPC clusters, and it will be helpful to plan and deploy future
systems

In particular:
o ATLAS: successful at adapting MC workflows, further work needed to adapt
other types

o ALICE: Validation of the simulation on HPC system; Reconstruction code will run
also on GPUs at Run-3; concerns about perf of 10 storage access from HPC
system

o LHCb: Successful commissioning of new workflows and massive usage of HPC
resources, enabled by Dirac

o CMS: massive usage achieved running production jobs; all the workflow types
can successfully run.

o INFN-CNAF: gained important insights to plan the layout and capabilities of the
new technopole datacenter under construction

19



7 Core h by VO

1

o

The endgame.... :

e The utilization of the machine 5
was possible beyond the end of

the PRACE grant period, thanks tc 2
CINECA

Core h bv VO per dav
e 93 total MCoreH used cMS

Total used is 93459347 hours out of 30M, which is 311 %
It is distributed like:

ATLAS: 125 %

MS : 119%

ALICE: 9%

LHCb : 56 %

""iiiiﬁ|| Nice

LHCb




HOw t0 20 0N

e By different paths, we already had previous

experience on other CINECA clusters

o Marconi A3: a skylake system
o Galileo: CMS small grant in 2020 (used to test
network solutions; see M. Mariotti, next talk,
https://L.infn.it/bs)
o DGX-A100: ISCRA Grant
o Marconi100
m 20217: LHC-Italy got 3.5 MCoreH (~ 20 nodes)

MARCONI - 100

Nodes: 980

Processors: 2x16 cores IBM POWERS AC922 at 3.1 GHz
Accelerators: 4 x NVIDIA Volta V100 GPUs, Nvlink 2.0, 16GB
Cores: 32 cores/node

RAM: 256 GB/node

Peak Performance: ~32 PFlop/s

Quick startup guide

21


https://l.infn.it/bs

(Tentative) Plans for the experiments on Marconi 100

The italian components of LHC experiments e CMS
are planning activities for Marconi 100 o Code ready for Power9 + GPU
o  System already tested for central
e ALICE analysis jobs

o  Preparing the central code for Power9 ©  Nextstep: test of central workflows
LHCb o Aiming for physics validation of the

platform for CMS
e Stay tuned for results @ next ISGC

°
o  Using the resource for analysis level tasks
(with or without the GPUs)
o  Eventually have the central code built for
Power9

"Performance” in AU, of the HLT application (the higher the better)

Thanks to LHCh for 2 2:: $ c::':l ; c’c% . C'GUP!.'J : m

lemcing the node! e D T [T — CMS High Level Trigger code
e pvc 7102 l = l Z sz J 15 o2 w running on x§6 and Power
uepvCTI? | 100 14 2 e2%) | 920 (o29%) 10 platforms, with GPUs

t+—7 —_
12 vioo 23 (+28%)
compier

fags

23!28*n ’ 23 (+28%) need new

!‘POMR’
I contact with 1HM IMarcon 150 Node @
10 Oplimicie oA

compdation fags
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Conclusions

By using various opportunities offered to its physicists, from PRACE grants
to institutional agreements, INFN has been able to test CINECA system for
HEP processing

The Marconi A2 KNL system was brought into production by the 4 LHC
experiments, with considerable success

The amount of core hours used is visible in all the experiments, but we
consider a bigger success the capability to handshake with an HPC site,
and to be able to find solutions for all the non trivial technical problems
The experience we gained will be invaluable for utilization of the
Marconi100 system, and later of the Leonardo pre-exascale system

23



Credits - Apologies: many are surely missing!!!!

LHC-ltaly

Tommaso Boccali
Alessandro de Salvo
Concezio Bozzi
Mirko Mariotti
Stefano Perazzini
Francesco Noferini
Anna Lupato
Alessandra Doria
Alessio Gianelle
Daniele Spiga ()
Diego Ciangottini

Daniele Bonacorsi

()

CNAF

e Stefano Dal Pra
Stefano Zani
Gaetano Maron
Luca dell’Agnello
Lucia Morganti
Daniele Cesini
Vladimir Sapunenko

CINECA
e Massimiliano Guarrasi
e Marcello Morgotti
e Daniela Galetti
e Carlo Cavazzoni
CERN

e Andrea Valassi
e Federico Stagni
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