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KISTI  
Korea Institute of Science and Technology Information

• Government-funded research institute 
founded in 1962 for National Information 
Services and Supercomputing 

• National Supercomputing Center


• Nurion - Cray CS500 system 

• 25.7 PFlops at peak, ranked 11th of Top500 
(2018) => 21st (Nov 2020) 

• Neuron - GPU system, 1.24 PFlops  

• KREONet/KREONet2 - National R&E network
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Map of South Korea Daedeok R&D Innopolis

30 Government Research Institute 
11 Public Research Institutes 
29 Non-profit Organizations 
  7 Universities

Rare Isotope Accelerator 
(Under construction)

KREONet

✈
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GSDC  
Global Science experimental Data hub Center

• Government-funded project, started in 2009 
to promote Korean fundamental research 
through providing computing power and data 
storage 

• Datacenter for data-intensive fundamental 
research


• 17 staff: system administration, experiment 
support, external-relation, management 
and planning

Tape SystemDisk Storage Computing Nodes
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Experiments Support

Heavy-Ion Physics


WLCG Tier-1(2014)
Elementary Particle Physics


WLCG Tier-2(2018)

Astrophysics


LDG Tier-2 (2019)

Elementary Particle Physics


B2G Tier-2 (TBD)
Neutrino Physics


RAW Storage

Medical Science


ARGO Regional Center 

Structural Biology


Data Sharing Platform
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WLCG Tier-1/Tier-2
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Custodial Disk Storage (Tapeless)

• The first disk-based custodial storage replacing tape for ALICE experiment


• 12 PB of usable space with 12+4 erasure coding for data protection (provided by EOS)
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LIGO Tier-2

• Expanding LIGO Tier-3 service to the Global one, the Tier-2


• Requested by Korean Gravitational Working Group that participating in LIGO and KAGRA 

• Integrated in Open Science Grid (OSG) for LDG services 

• Test-bed started in 2018 and the Tier-2 in production since September 2019
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ICGC ARGO RDPC

• Hosting global cancer genome clinical data ~ 100k samples


• Collaboration with National Cancer Center and Seoul National University Hospital

Asia Regional Data Processing Center

Data Analysis

Analysis PipelineData Production 
Long-term Storage

Global Collaboration

Korean 
Consortium
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• Establishing physical links for data transfer and systems for sharing and analyzing data


• Collective data analyses feasible by using EM data and X-ray data

KISTI-GSDC

KBSI

50 km KREONet 10G
Daejeon

Ochang

Pilot Project for Sharing Data from Heterogenous Instruments

220 km

PAL

KBSI 
CryoEM

PAL-XFEL 
SFX exp.

Pilot Projects

Community

Pohang

GSDC
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Unified Data Analysis Platform for  
Large-scale Facilities & Instruments

• Simplify R&D process from DAQ to Analysis 
• Applicable to Korean R&D environment: research group, facility or instruments, datacenter are not in one place 
• A transparent layer of computing platform is necessary to make R&D activities fluent and efficient

Research 
Group

Instrument

Datacenter
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Big Data Express

• Collaboration with Fermilab (US) 

• KISTI-GSDC developed BDE AmoebaNet 

• Demonstrated intercontinental fast data transfer in SC 

• Plan to implement BDE to support domestic experiments such as PAL-XFEL, KBSI-CryoEM
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Summary

• GSDC is a dedicated datacenter at KISTI to promote fundamental research in South Korea by providing 
necessary computing power, storage and services 

• Tightly coupled with KISTI Supercomputer infrastructure and KISTI KREONet's reachability 

• Expanding its contribution to global research communities 

• More focus on improving R&D capability with advancing data sharing platform in line with the Government 
promotion
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