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Motivation from Physics

Accelerator KEKB SuperKEKB
Beam Energy (cev) 3.5 x 8 (g =0.425) 4 x 7(g=0.28)
CM energy ...  Y(AS), o , Y(4S), ...
Luminosity s ) 2.1x10% dozens oftimes s, ~6 x 10°
Total data (ab") 1 x 50 > 50
raw data - ~1PB Higher intensity raw data - ~50PB

Computing

mDST data/MC 0.14/0.6 PB

(for_ one "version)

one big center @ KEK (non-grid)

(ab") _physics achievements at Belle

Integrated luminosity
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(in total ~200PB including physics datasets and replicas)

>  world-wide distriuted computing
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Need large-scale computing resources and effective operation



Belle Il Collaboration

as of Mar. 25, 2021
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Total integrated Daily luminosity [fb~!]

Run operation status

__Belle Il Online daily luminosity since 2019 Even under the COVID-19 pandemic,
Integrated luminosity Belle II kept Opel’atlon as SChedUIed
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Belle Il Computing Model ..t enaof yarcn 2021
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Belle Il Distributed Computing Structure

Human
Production Manager Data Manager End Users

Client Tools Web Portal
Software interface BelleDIRAC ( ) H )
( Monitoring ‘

+ Interware extention I
+ Analysis user interface ( Production ManagementSystem

Distributed Data Management System)

|
(Rvs H ows )

Cyberinfrastructure GRID services AMGA
+ Services for Belle II ®®

: loud @
Platform Sttes ite
+ GRID Middleware _ VCYCLE DllRAC ’
: slave
: 25 d @ local I/0
araware Infrastructure % |/F remote I/0 @

( Fabrication System

- N\
Interware JDIRAC VMDIRAC

+ management system WMS

Cluster CE: grid computing element
2017.Dec.13. Computing in HEP - Ueda . SE : grid storage element




Belle Il computing sites

Total Computing power provided by each country since 2013 Januar
GRID sites P gp P y Y yComputer cluster sites

" 70000
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60000 N

c
O
KEK, BNL, DESY, -
GridKA, KISTI, CNAF, § 50000 Many Universities in
many European sites ¢ Japan, Korean,
35 sites - ~759 55’ 40000 Indian, China, Russia,
5 sites : ~75% c; Mexico,
I 30000 ~20 sites : ~10%
>
i ©
Cloud sites % 20000 HPC sites
I
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working with US
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several sites : ~15%
20 countries/region have provided computing resources for Belle Il
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Network environment for Belle Il

30% of sites on LHCONE covering more that 80% of Computing and Storage Resources

70% of sites General IP

5 Sites on LHCOPN

100G Global Ring
runned by SINET

New York
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( : L

M : P Tokyo  After

Singapore:_* Upgrades

SINETS will be upgraded
to SINET6 from 2020 April

LHCORPN optical
infrastructure that can
be used without
/eopard/zmg resources
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LHCONE L3 VPN
Connecting all the major
Data Centers

S.Pardi (INFN-Napoli) @ LHCONE/OPN meeting (March 2021)



Automatic RAW data copy from Online— Grid )

https.//link.springer.com/journal/41781 on “Computing and Software for Big Science”

RAW data (TB / day)

Throughput

200 MB/s

Online Data flow bit redundant....
_' 300T
Belle Il Sua i~ %o
Detector - ’-m “list_send” file E%
PN o . 401B
Online disk E ikl
RAW (SROO = 1007
/ SROOQOT data transfer —>
1 RAW (SROOT) o
Offline Front-end server : 20198@p
temporary storage SROOT -» ROOT | I =
conversion
RAW data
RAW(ROOT) registration/ pay rooT)
- :
Gri RAW data
BINL (only ROOT) / KEK_Crid SE
(re)process

permanent storage

2019 Sep
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Max: 337, Average: 39.7
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60T
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Detector
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RAW data (re)process

Raw Data Centers Running jobs by Site
52 Weeks from Week 13 of 2020 to Week 13 of 2021

o0 RAW data processing jobs on GRID

Data Center BNL Data Center .,
LLLL
. é%
L 4,000
Now, BNL is the only Raw data center outside KEK 5 BNL
. . . . 0 - __ g -4 - — — — - - F - - - - — Y- — == ==
Basically, all Raw data processing jobs are running at BNL 2, **
2,000
c.f. from 2021, we will distribute RAW data to other sites 1000
N . B -\l
L] North America : KEK
% BNL Data Center o : e
(30%) 1 Apr 2020 May 2020 Jun 2020 Jul 2020 Aug 2020 Sep 2020 Oct 2020 Nowv 2020 Dec 2020 Jan 2021 Feb 2021 Mar 2021
; Max: 5,506, Average: 866
Canada Data Center (15%) J B OSG.BNL.us 95.7% B LCG.KEK.jp 4.3%

Generated on 2021-03-25 07:05:31 UTC
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One page summary of activities in 2020 JFY

Jobs per Job type

35
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o
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MC
, w/o BG)

Skim User

Aug 2020 Sep 2020 Oct 2020 Nov 2020 Dec 2020

Jan 2021  Feb 2021

Max: 34.2, Min: 0.01, Average: 14.0, Current: 1.62

O MCProduction 778% B
@ u 7% @
O RawProcessing 60% @
B MCProductionBGx0 44% =
B MCSkim 14% @

Data transfer
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Jobs per Site

35

o =
Apr2020 May 2020 Jun 2020

Jul 2020

Submitted jobs all finished

KEK power cut

LFC

(for new KEKCC)

Rucio integration

l

migration

| New KEKCC
|

Aug 2020 Sep 2020 Oct 2020 Nov 2020 Dec 2020 Jan 2021

Feb 2021

Max: 34.2, Min: 0.01, Average: 14.0, Current: 1.63

OSG.BNL us

ARC DESY.de

ARC SIGNET si

ARC KIT de
DIRAC.UVic.ca
LCG.CNAF it
DIRAC.UVic-local.ca
LCG .KIT de

LCG .Napoli.it

gEEEECEEN

Storage (disk only)

[sf L L] Isl ]}

ARC MPPMU de
LCG Pisa.it

LCG KEK jp
LCG.CESNET cz
DIRAC.NDU.jp
LCG.IPHC fr
LCG.NTU tw

PB

May 2020 Jun

2020

Jul 2020  Aug 2020 Sep 2020 Oct 2020 Nov 2020 Dec 2020 Jan 2021

Max: 8.11, Min: 0.21, Average: 7.83, Current: 8.06

| Free

2 2%

- lced

78 A%

*

*

*

Feb 2021

31% @ LCG.KISTLkr 11%
30% W LCG Frascati.it 10%
22% W LCG.LALfr 9%
21% W ARCKIT-TARDIS de 09%
20% W LCG HEPHY.at 0.8%
18% @ LCG.Torino.it 0.7%
14% @ DIRACMIPT.ru 0.7%
13% O TestKIT.de 06%
12% plus 39 more

~20k jobs running w/o large gap
- Many opportunistic CPU from DESY, BNL in early 2020

More than 7PB data transfer
Disk usage of 6PB out of 8PB



jobs
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User jobs

Final status of executed Type of jobs with

jobs in 2019 failure reasons (g)basf2 termination

Running jobs by User
169 Weeks from Week 52 of 2017 to Week 12 ¢

6,000 | 0 0
Thousands of jobs in peak | ‘led: 6%
<0 (>1,000 jobs are constantly running) scheduled:
| 6%
Total number of analysis users : ~360
4,000 [
3,000
Failure rate relatively high for user jobs
20007 - Majority coming from simple mistakes (syntax error)
- Waste of resources.Additional load on operation
1,000 -
 had i, . SUGURNAN O VR TR i AN L VN “Scout job” is being implemented
Feb 2018  Jun 2018  Oct 2018  Feb 2019  Jun 2019  Oct 2019  Feb 2020  Jun 2020  Oct 2020 Feb 2021 - Send small number ijObS ﬁrst
Max: 5,653, Min: 4.33, Average: 885, Current: 104 - if those finish successfully, full jobs will be submitted
W chilikin 59% MW kahn 25% W mreif 15% W drahul 1.0%
Bl yosato 4.8% @ frankhsu 25% @ soumen 13% MW ntsuzuki 10%
O rachac 46% [O iodapro 25% W rrasheed 13% @O abudinen 10%
B sgrande 4.2% [O jwebb 2.3% @ jstrube 13% W gdujany 1.0%
B hmwakel 4.0% [0 roehrken 2.2% W merola 13% W nmolina 1.0%
O Igreeven 35% M jtan 2.1% @O sdreyer 11% @O store85 0.9%
B bilokin 29% @ slacapra 2.0% B nayakm 11% B breadlin 0.8%
B gmonig 2.6% M shazra 19% M jpennett 11% B klemensl 0.8%
B sraiz 26% O chadjiva 1.7% @ sduell 1.0% ... plus 323 more

Generated on 2021-03-26 03:17:51 UTC
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Because of COVID19,

offsite work from Apr. 2020
to the end of September

except for people related to the hardware construction direct!

16

KEKCC replacement in 2020 ... ...c 20

System | Subsystem Jun July August September
Disk | Normal operation  #—mm yJostreeie L home directory
e Y T after final syncronization _
Hsm | Normal operation = LI data updated should be migrated by user
Gurrent Normal operatior N /s ,
ia T Fe i treatmemf of data in /group/belle2
| StoRM:Read only mode is under discussion
ATl et | Current KEKCC
dedicated s Hardware removal
Disk goltemSeWe | g Datasynchronization S qeatontyuser | Nay KEKCC Operation starts
home i I Production mode (Sep. 1st ~ )
usw | srtemseup __ cachosyeoniaton : iTape M:;gram,, ottinmose  ~2 WEEKS to migrate tape media
o : : data on cache disk
Grid System Setup |M|grat| Production mode
"3 1-2 day delayCrid services
rearin o5 sot B i = Belle Il dedicated servers
dooloateds | i "'1 """"" ~1day to switch
ervers . wrong network config.

Downtime a few hours
Tape library shutdown

Downtime ~4days
Power outage

1
Disk Final synchronization
11-2 days downtime

Archive shutdown

Several days to switch
AMGA database ?

End of 2nd week
Old HW remova
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Impact on Belle Il Distributed computing

LFC+VOMS DIRAC
migration migration

Annual maintenance
+scheduled pawer outage

10

StoRM : Aiming 2021 Summer

L : m: : : _5 production jobs ended and
Liy o | S ® new MC and skim productions started
|| .
: | | §| 1ol g
P | S
| | | OI 11 é
15 | | | O| | | E
;) [ ﬁ| I <
un ;! I | L
0 ! S RHELG6 --> GentOS7
=z - | g | VOMS : Aiming 2021 March
| | N W
: | | |
| | | |
| | |
| | |
| |
|

1

|

o | i S L__--ﬁ_- _ ' s

2020-07-08 2020-07-22 2020-08-05 2020-08-19 2020-09-02 2020-09-16 2020-09-30 2020-10-14 2020-10-28
CREAM - ARC

KEKCC CE ¢ > . .
because of miscommuhicatio
“L“A‘A A

Although there were many issues, we managed to keep Belle I Grid activitiés finally...
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Successful Rucio integration in Belle Il comp.

a big step forward in preparing for the future needs of Belle Il distributed computing
can tolerate the coming increase in data volumes that we expect with higher luminosity.

R u CI O brings us highly anticipated new features, e.g. automatic file deletion.
After the transition

Before the transition
Monitoring T B2RucioDataManagement \.\;I T

DC Expert —-| Replica Policy ‘
e Fabrication
— M—L DistributedDataManagement - RequestManagement - =
Monitoring Tramafer R A Transformation New APIs R )
| i =

Fabrication Ll e—quy‘ DataOperation 4 DataOperationExecuting -‘ ReqManager WorkloadManagement ;‘;I i :

[ Defina transiar ! : Rucio File Catalogue
rastomentie| -« (R {Dec de deatination) RUCIO —_—
JonDalet] v ‘ RequestExecution /}(.;h FRE
- 7 " Check & ealth
AN ) <" Storage Accounting
P ~Register LFN e
BCK eazln o , ) = .
& Accounting DataManagemeﬁt o P ;-' i Primary SEs
i o~ b x Py 4 B
| AEERL ] {J Output SE |27~ IR
i 1000 files/block /
— = / 3 -
LET Sites — . ‘- = = ) il

- L “ / m - Cxecute transfer . " Transfar tasks Agent

P / o] == - Monitaring o - Service
: Output SE & —— —— — ~Retry Externel service

Rucio Data Management

Replica policy

Distributed Data Management were replaced with . .

LFC (replica file catalog) Rucio File Catalog (replica file catalog)
also Rucio monitoring
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Successful Rucio integration in Belle Il comp.

a big step forward in preparing for the future needs of Belle Il distributed computing

R u C i O can tolerate the coming increase in data volumes that we expect with higher luminosity.
brings us highly anticipated new features, e.g. automatic file deletion.

~— Transition schedule ——
by Jan. 14 Preparation
on Jan. 14 Job drainin ek

J ““ Belle Il

on Jan. 15 LFC - RFC
cDDM - RDDM
BelleDIRAC update
on Jan. 18 Configuration
user tools —
BelleRawDIRAC

Rucio operation has started !!

Successful transfers (destination)

14:00 16:00 1800 20:00 2200 00:00 02:00 06:00 0800 10:00 12:00

BNL-TAFPE-SE — BMNL-TMP-SE — CNAF-TMP-SE DESY-CALIB-S DESY-TMP-SE KEK-DISK-TMP-SE KEK-TMP-SE KIT-TMP-5E
Napoli-TMP-5E SIGNET-TMP-SE UVic-TMP-5E

Transfer backlog before Rucio transition quickly finished
with 100k files / hour throughput

Lon Jan. 19 Post transition
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Benefits from Rucio

0GB
0211 00:00

CESNET-DATA-SE — CNAF-DATA-SE
Nanali-DATA-SF SIGNFT-DATA-SF

SE share defined for previous DDM taken over

1.0TB
500 GB
1. I

Automatic replication

h...l.. 'H il

02/12 00:00

02/13 00:00 02/14 00:00 02/15 00:00 02/16 00:00

— DESY-DATA-SE KEK-DIS
LIl AKRIM-DATA-SF LVic- A-S

KISTI-DATA-SE KITDATA-SE LAL-DATA-SE

Data are properly distributed to each site

|| I||5Hhii|ihli

02/17 00:00

NTUCC-DATA-SE

Volume per Campaign can be checked

Good monitoring

difference in various campaigns (Raw data, MC prod. efc.)

* Many benefits expected
- Automatic deletion of old files
-- testing with manual deletion now
- Popularity (how many times specific files is accessed)
- Quota per user
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RAW data centers

Silvio PARDI (Napoli)+network providers, site members
Raw Data Centers

BNL Data Cepter

KEkData enter

Detector

MAXIMUM Performance reached during Network Data Challenge KEKCC - RAW-DC (up to 16
streams per file in FTS Jobs). To be confirmed/improve during the test vs TAPE systems

Average/Site  Security Factor
Connect. TBperDay /42TB

Data per Day

(TB) Site Connection Peak/Site Connect.

(Gbps)

Peak (Gbps) Average (Gbps)

§ KEK -BNL 35.0 15.5 167 200(18% 8% X 4
»
e KEK -CNAF 20.0 15.0 162 200[10% 8% x 3.8
KEK -DESY 16.0 10.0 108 100(16% 10% X 2.5
North America ' |KEK-IN2P3 15.7 14.7 158 100(16% 15% x 3.7
BNL Data Center |
(30%) ! KEK -KIT 20.0 13.0 140 100 20% 13% x 3.3
___\Canada Rata center (15%) , |KEK-UvIC 14.0 10.0 108 100(14% 10% x 2.5
L1 % Germany Data Center as of May 2020

—— - — =

France Data Center
15%)

we will distribute RAW data to other sites
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RAW data centers

Silvio PARDI (Napoli)+network providers, site members

Raw Data Centers

Successful transfers volume (destination)

New RAW Data distribution has started

BNL Data Center

Detector

&

)

(8]

=1

<= (@ ¢
o

=

Detector

BNL-TMP-SE — CNAF-TMP-SE

CNAF and KIT - Pilot RAW Data Centers
(Other will be added soon)

North America

BNL Data Center
(30%)

N - e ===

______ | Aiming to start Raw data distribution
____________________ to multiple Raw Data Centers from this April

% Germany Data Center
EEe G

|
. 1
(20%) | BNL (USA), GridKA+DESY (Germany),
1 France Da1;,a Center :
(15%)

—_ -

CNAF (ltaly), UVic (Cnada), IN2P3 (France)

we will distribute RAW data to other sites



submitted to MEXT
roadmap 2020

Strategy in 2021

Peak luminosity [x103> cm2s1]

10 — S
—Lpeak Before IR upgrade || ——Int. Luminosity
g || Lr After IR upgrade
0 RF
[partial]
IR (QCS*)
4 &
PXD ]
2 &
0 _ (Tuning)
201911 2021/1  2023/1 2025/1 2027/1 2029/1 2031/1

Luminosity prospects

40

To accumulate as much data as possible, we will put priority on the luminosity

rather than the beam background reduction in terms of the accelerator tuning / operation

23
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Coming events

Scalability

2024CY 2025CU
2024JFY 2025JFY

3l 4l 5] 6| 71 8l ol1ol11l12] 1] 2] 3l 4l 50 6] 7] 8] 9l10[11]12
Belle II Operation plan has not been decided yet
Lminositsl |\ S
paa | | |\ aqdone HLT storage unit add one H
RDCs e p—_p L

KEKCC

Network < WY

Calibration

Next KEKCC replacement happens in 2024 summer
KEK network will be replaced in 2024 summer

Calibration Analysis Framework on Grid

SROOT-ROOT conversion may happen in DAQ side
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Summary

Belle Il has started “phase 3” physics run with the full detector successfully

SuperKEKB accelerator aims 1
integrated luminosity : 480 fb" by the end of 2021 March

Belle Il detector is well under controll for data-taking even under COVID-19 crisis

RAW data flow from Online storage to Offline storage, then to GRID was establised
each process is automatized and all processes work as a system

RAW data has been distributed to outside KEK (currently to BNL)
— start distributing to Italy, Germany, Canada, and France, too (from 2021)

RAW data was (re)processed successfully at remote site (BNL)
Different type of jobs (MC production, Skim production, RAW data process, User analysis) are running on GRID
KEK Central Computing system was replaced in 2020 summer

Rucio was successfully integrated !
then, we will keep the momentum to improve / develop necessary features for coming events





