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physics  achievements  at  Belle

Serendipity

Confirmation  of  SM

(ab  )-1
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KEKB
Beam  Energy (GeV) 3.5  x  8

Luminosity (cm   s   )-2   -1 2.1 x 1034

Total  data (ab   ) -1 1

(g = 0.425)
CM  energy ......, Y(4S), ......

Accelerator

raw  data : ~1PB 
mDST  data/MC  : 0.14/0.6 PB 

(for  one  version)

Computing one  big  center  @ KEK (non-grid) 
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(ab  )-1

Discovery of B  Dτν
Discovery of B  µν

sin2θW with O(10-4) precision

Discovery of New Subatmic Particles

Precise meas. of D mixing

Discovery of B  Kνν

Observations with 
Υ(5S), Υ(3S) etc.

CKM Angle Measurements 
with 1 degree precision

Just  an  Image
Expected  achievements  at  Belle II

Journey  fo
r

 
New  physics

Higher  intensity 

dozens of times 

x 50

SuperKEKB
4  x  7

~6 x 1035

50

(g = 0.28)
......, Y(4S), ......

raw  data : ~50PB 
(in total ~200PB including physics datasets and replicas)

world-wide  distriuted  computing

Need large-scale computing resources and effective operation

Motivation from Physics
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26  countries/region
121  institutes
1080  colleagues

North
  America

Japan

Asia

Europe

Russia

as of Mar. 25, 2021

Belle II Collaboration
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Belle II Online daily luminosity since 2019

Keep minimizing person-to-person contact, avoiding 3C’s,
   and taking hygiene

Summer
shutdown
 (2019) more physics analysis papers 

  are in the queue...

Run operation status

Summer
shutdown
 (2020)

Winter
shutdown
 (2020)

Winter
shutdown
 (2019)

Even under the COVID-19 pandemic,
 Belle II kept operation as scheduled

https://inspirehep.net/

 physics
     results
   (journal)

55

including
   conference papers,
   technical papers

c.f. Belle Y(4S) : 711 fb,  BaBar Y(4S) : 433 fb -1 -1

(Belle total : ~1000 fb,  BaBar total  : ~550 fb -1 -1

Number of papers 
 per year

Hot news !!
exceeded 100 fb -1
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GRID  sites in Europe GRID  sites in EuropeGRID  sites in Asia
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end  of  year 3
RAW  data + produced  mDSTMC  mDSTSkim  uDSTUser  analysis

KEK  Data  Center Data  Center in US (BNL)

Regional  Data  Center

GRID  sites Cloud  sites Computer  cluster  sites

Local  resource

Storage  for
  original + copy

MC  production  site

Raw  Data  Center

Storage  for
  copy
Temporary
 storage

HPC  sites

De
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or

Belle II Computing Model until the end of March 2021
Raw  data
mdst  Data
mdst  MC
inputs  for
udst

dashed

CPU

Disk

Tape

Ntuple
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Production Manager Data Manager End Users

BelleDIRAC

SitesPlatform
   + GRID Middleware
   + OS
   + Hardware
   + Network

Cyberinfrastructure
   + Services

Interware
   + management system

Software interface
   + Interware extention
   + Analysis user interface

Human

Infrastructure}

GRID  services
 for Belle II

2017.Dec.13. Computing in HEP - Ueda I.

RMS

LFC

Fabrication System

FTS

Client Tools

CE

CE

SE

SE

SE

Cluster

VMDIRAC

Cluster

local I/O 
remote I/O

CVMFS

Web Portal

Distributed Data Management System
Production Management System

AMGA

Monitoring

DMSWMS

CE: grid computing element
SE : grid storage element 

DIRAC 
slave

cloud
site

cloud
site

cloud
site

VCYCLE

Cloud
I/F

Belle II Distributed Computing Structure
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Total Computing power provided by each country since 2013 January

Belle II computing sites

GRID sites

Cloud sites

Computer cluster sites

KEK, BNL, DESY,
GridKA, KISTI, CNAF,
many European sites

Univ. of Victoria,
Univ. of Melbourne

Many Universities in
Japan, Korean, 
Indian, China, Russia,
Mexico, ~35 sites : ~75%

several sites : ~15%

~20 sites : ~10%

HPC  sites

working with US
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30% of sites on LHCONE covering more that 80% of Computing and Storage Resources
70% of sites General IP
5 Sites on LHCOPN 

100G Global Ring
runned by SINET

LHCOPN optical
infrastructure that can

be used without
jeopardizing resources

LHCONE L3 VPN
Connecting all the major

Data Centers

S.Pardi (INFN-Napoli) @ LHCONE/OPN meeting (March 2021)
SINET5 will be upgraded 
 to SINET6 from 2020 April

Network environment for Belle II
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Data flow

DAQ  unit
DAQ  unit

DAQ  unit

Online disk

Front-end server :  
 temporary storage SROOT  ROOT 

   conversion

copy to BNL

Belle II
Detector

RAW (SROOT)

RAW (SROOT)

RAW (ROOT)

permanent  storage

BNL
(re)process

RAW (ROOT)RAW(ROOT)

SROOT data transfer

KEK Grid SE

RAW data 
registration

RAW data 
replication
(only ROOT)

“list_send” file

bit redundant....Online

Offline

Distributed Computing

Grid SE

2019 Sep 2020 Dec

200 MB/s

Throughput

2019 Sep 2020 Dec

40TB

RAW data (TB / day)
https://link.springer.com/journal/41781 on “Computing and Software for Big Science”

Automatic RAW data copy from OnlineGrid
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BNL

KEK

3,000 jobs

RAW data processing jobs on GRID

KEK Data Center
BNL Data Center

North America

Europe

Raw Data Center Canada Data center

Germany Data Center

Italy Data Center
France Data Center

(15% )

(15% )

(20% )

(20% )

(30% )
(100% )

De
te

ct
or

c.f. from 2021, we will distribute RAW data to other sites

KEK Data Center BNL Data Center

Raw Data Centers

De
te

ct
or

Now, BNL is the only Raw data center outside KEK
Basically, all Raw data processing jobs are running at BNL

RAW data (re)process
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* ~20k jobs running w/o large gap
      - Many opportunistic CPU from DESY, BNL in early 2020

* More than 7PB data transfer
* Disk usage of 6PB out of 8PB

Jobs per Job type Jobs per Site

20k

5PB

Data transfer Storage (disk only)

5PB

MC
(w/  BG, w/o BG)

Skim User

Data

One page summary of activities in 2020 JFY
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Thousands of jobs in peak
 (>1,000 jobs are constantly running)

Total number of analysis users : ~360

Failure rate relatively high for user jobs
 - Majority coming from simple mistakes (syntax error)
 - Waste of resources.Additional load on operation

“Scout job” is being implemented
 - Send small number of jobs first
 - if those finish successfully, full jobs will be submitted

User jobs
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-22

System Subsystem Jun July August September

Disk

HSM

Grid

Belle II

Disk

HSM

Grid

Belle II

Current

New

Data synchronization

Data synchronization

End of 2nd week
Old HW remova

No data migration

Data migration by user

Downtime ~4days
Power outage

Cache synchronization

Cache synchronization

Downtime a few hours
Tape library shutdown

Shutdown

System migration

Normal operation

System migration

Migration Production mode

Hearing OS setup Software setup

Migration

StoRM: Read only mode

Disk Final synchronization
1-2 days downtime

Archive shutdown

Normal operation

Tape Migration

No Tape access, cache only

Production modeSystem Setup

Normal operation

Normal operation

Production mode

System Setup

System Setup

dedicated s
ervers

dedicated s
ervers

home

home

treatment of data in /group/belle2
  is under discussion

Grid services
Belle II dedicated servers

~1day to switch
several days to switch
 AMGA database ?

~2 weeks to migrate tape media

home directory
after final syncronization
data updated should be migrated by user

Current KEKCC 
 Hardware removal

New KEKCC Operation starts
(Sep. 1st ~)

data on cache disk

1-2 day delay

wrong network config.

Because of COVID19, 
  offsite work from Apr. 2020
       to the end of September

(except for people related to the hardware construction directly)
KEKCC replacement in 2020 as of June 2020
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CREAM  ARC

because of miscommunicationKEKCC CE

Although there were many issues, we managed to keep Belle II Grid activities finally... 

Annual maintenance
LFC+VOMS
  migration

K
E

K
C

C
 d

ow
nt

im
e

DIRAC
  migration

A
M

G
A 

m
ig

ra
tio

n+scheduled power outage
production jobs ended and
new MC and skim productions started

Impact on Belle II Distributed computing

RHEL6 --> CentOS7
VOMS : Aiming 2021 March
StoRM : Aiming 2021 Summer
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a big step forward in preparing for the future needs of Belle II distributed computing
can tolerate the coming increase in data volumes that we expect with higher luminosity.
brings us highly anticipated new features, e.g. automatic file deletion.Rucio

Before the transition After the transition

Replica policy
Distributed Data Management
LFC (replica file catalog)

were replaced with
Rucio Data Management
Rucio File Catalog (replica file catalog)

also Rucio monitoring

Successful Rucio integration in Belle II comp.
18



by Jan. 14 Preparation
Transition schedule

on Jan. 14 Job draining
on Jan. 15 LFC  RFC

cDDM  RDDM
BelleDIRAC update

on Jan. 18 Configuration
user tools
BelleRawDIRAC

on Jan. 19 Post transition

Rucio operation has started !!

a big step forward in preparing for the future needs of Belle II distributed computing
can tolerate the coming increase in data volumes that we expect with higher luminosity.
brings us highly anticipated new features, e.g. automatic file deletion.Rucio

(=similar transfer rates to ATLAS)

100k files / hourBelle II

Transfer backlog before Rucio transition quickly finished
      with 100k files / hour throughput

Successful Rucio integration in Belle II comp.
19



SE share defined for previous DDM taken over

Good monitoringAutomatic replication

Data are properly distributed to each site
Volume per Campaign can be checked

Mostly comes from Raw data

difference in various campaigns (Raw data, MC prod. etc.)

* Many benefits expected
 - Automatic deletion of old files
  -- testing with manual deletion now
 - Popularity (how many times specific files is accessed)
 - Quota per user

Benefits from Rucio
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KEK  Data  Center

BNL  Data  Center

North  America

Europe

Raw  Data  Center

Canada  Data  center

Germany  Data  Center

Italy  Data  Center
France  Data  Center

(15% )

(15% )

(20% )

(20% )

(30% )

(100% )
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we will distribute RAW data to other sites

LINK Peak (Gbps) Average (Gbps) Data per Day 
(TB) Site Connection

 (Gbps)
Peak/Site Connect. Average/Site 

Connect.
Security Factor
TBperDay /42TB

KEK- -BNL 35.0 15.5 167 200 18% 8% x 4

KEK- -CNAF 20.0 15.0 162 200 10% 8% x 3.8

KEK- -DESY 16.0 10.0 108 100 16% 10% x 2.5

KEK- -IN2P3 15.7 14.7 158 100 16% 15% x 3.7

KEK- -KIT 20.0 13.0 140 100 20% 13% x 3.3

KEK- -UVIC 14.0 10.0 108 100 14% 10% x 2.5

MAXIMUM Performance reached during Network Data Challenge KEKCC  RAW-DC (up to 16
streams per file in FTS Jobs). To be confirmed/improve during the test vs TAPE systems

as of May 2020

KEK  Data  Center BNL  Data  Center

Raw Data Centers

De
te
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or

Silvio PARDI (Napoli)+network providers, site members

RAW data centers
21



KEK  Data  Center

BNL  Data  Center

North  America

Europe

Raw  Data  Center

Canada  Data  center

Germany  Data  Center

Italy  Data  Center
France  Data  Center

(15% )

(15% )

(20% )

(20% )

(30% )

(100% )
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we will distribute RAW data to other sites

KIT

CNAF

BNL

CNAF and KIT - Pilot RAW Data Centers
   (Other will be added soon)

New RAW Data distribution has started
20TB/s (outbound from KEK)

Aiming to start Raw data distribution 
 to multiple Raw Data Centers from this April

BNL (USA), GridKA+DESY (Germany),
CNAF (Italy), UVic (Cnada), IN2P3 (France)

KEK  Data  Center BNL  Data  Center

Raw Data Centers

De
te

ct
or

Silvio PARDI (Napoli)+network providers, site members

RAW data centers
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submitted to MEXT
   roadmap 2020

L   = 50 ab  in 2031int.
-1

To accumulate as much data as possible, we will put priority on the luminosity 
 rather than the beam background reduction in terms of the accelerator tuning / operation

Strategy in 2021

Luminosity prospects
23



1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12 1 2 3 4 5 6 7 8 9 10 11 12

2024JFY 2025JFY

Belle II

KEKCC

Network

Calibration

RDCs

Luminosity

2021CY 2022CY 2023CY 2024CY 2025CU

DAQ

2021JFY 2022JFY 2023JFY

Operation plan has not been decided yetLS1

480 fb-1 730 fb-1 730 fb-1

ROOT RAW direct production
add one HLT storage unit add one HLT storage unit add one HLT storage unit add one HLT storage unit

RAW / hRAW  data distribution to BNL, CNAF, DESY, KIT, UVic, IN2P3

New KEKCC operation start
SINET5 SINET6 (until 2028 March)

HEPnet-J operation stop New KEK network operation start
move to calibration on Grid

Online HLT storage units will be increased gradually until 2024

SROOT-ROOT conversion may happen in DAQ side

RAW data distribution to US, Canada, Germany, France and Italy will starts in 2021 FY

Scalability

Next KEKCC replacement happens in 2024 summer
KEK network will be replaced in 2024 summer

Calibration Analysis Framework on Grid

Current CC members’  employment period expect the extention of the employment period until the end of 2024 JFY

Coming events
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Belle II has started “phase 3” physics run with the full detector successfully

-1
SuperKEKB accelerator aims 
    integrated luminosity : 480 fb  by the end of 2021 March

Belle II detector is well under controll for data-taking even under COVID-19 crisis

RAW data flow from Online storage to Offline storage, then to GRID was establised
each process is automatized and all processes work as a system

RAW data was (re)processed successfully at remote site (BNL)

RAW data has been distributed to outside KEK (currently to BNL)
     start distributing to Italy, Germany, Canada, and France, too (from 2021)

Different type of jobs (MC production, Skim production, RAW data process, User analysis) are running on GRID

KEK Central Computing system was replaced in 2020 summer

Rucio was successfully integrated !
then, we will keep the momentum to improve / develop necessary features for coming events

Summary
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