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Background

❖ IHEP is hosting or attending in >15 experiments around the field of high 
energy physics

❖ Diverse computing requirements

⚫ Traditional local htc cluster

⚫ Grid sites (LHC, BELLEII,JUNO)

⚫ dHTC pool (Glidein-based) 

⚫ Realtime computing for satellite project

⚫ Customized clusters for brother institutes

❖ All the above requirements are got solutions based on HTCondor
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5 Solutions for Multiple Experiments
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Local HTC Cluster – R&D

❖ Share resources between experiments

⚫ A share policy implemented by accounting group quota

❖ OMAT

⚫ Decide the shared group

⚫ Dynamically add/remove a wn according to the health

❖ HepJob

⚫ A unified frontend tool for all experiments
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Local HTC Cluster – all in one 

❖ A basic complete HTC system

⚫ Job Entrance/central controller/accounting/monitoring/…
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Local HTC cluster – Current Status

❖ HTCondor status

⚫ 4 SchedDs: mapping by specific groups

⚫ 3 CMs: Main CM&HA CM

⚫ HPC&HTC&Cloud: share resources 

❖ Job Status (last 30 days)

⚫ Avg. 524k Jobs completed per day 

❖ Resource status

⚫ >90% resource utilization rate can be counted (~34,000 CPU cores) 
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Grid Sites
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❖ A traditional CE

⚫ HTCondorCE as CE, HTCondor as batch system

❖ All the sites are sharing a single HTCondorCE and batch HTCondor

⚫ Pilot jobs are mapped by VOs in the job router

⚫ SAM jobs are mapped to a single group 
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Grid Sites – current status
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❖ Serve for several sites

⚫ ATLAS，CMS，LHCb （WLCG Tier 2）

⚫ BelleII（Tier 2）

⚫ JUNO（Tier 1）

⚫ CEPC (Tier 1)
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Distributed HTC Pool

❖ To share resources between separated data centers and edge sites

❖ Computing Part

⚫ Based on HTCondor Glidein

⚫ User interface provided by HepJob

❖ Data access and transfer

⚫ XRootd proxy & Xcache

⚫ HTCondor transfer

❖ Certificate 

⚫ Kerberos Tokens for user&job

⚫ IDTokens for Daemon
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dHTC - Current Status

❖ Data Centers

⚫ Beijing Site

⚫ Dongguan Site

❖ Edge sites

⚫ LZU, SDU, IHEP

❖ Batch system

⚫ HTCondor & Slurm

❖ Main application

⚫ LHAASO WCDA simulation

⚫ LHAASO WFCTA simulation

⚫ BES simulation（doing）
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Customized Cluster for Edge sites

❖ The main problem is how to centrally mange the edge sites (for htcondor)

⚫ Server configuration: login, schedd, cm

⚫ Startd configuration 

❖ The solution is puppet-based
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Customized Cluster for Edge Sites – Current Status

❖ Edge sites: USTC, SDU, LZU, IATAMS, …

❖ Support resources: CPU/GPU; single cores/multi cores 

13



Real-time Computing for Satellite Project

❖ Job should be started in real time

⚫ A pure cluster dedicated for satellite experiment

⚫ Some changes on negotiation configurations

❖ Most Job can be scheduled in short time

⚫ Average queuing time is ~2.9 seconds 
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Job Entrance (HepJob)

❖ A submission frontend toolkit is developed and applied to unify the job 
interfaces

❖ A unified submission entrance

❖ Only simple commands should be learned

❖ The Job will be scheduled to the targeted:

⚫ site, cluster, pool 15
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Job Environment (Singularity)

❖ Job environment in all solutions are based on singularity

❖ Operating System

⚫ Singularity images are published into /cvmfs/container…

⚫ Glidein job starts up singularity as the given image

❖ Software

⚫ Managed and served by CVMFS (recommended)

⚫ Transferred with job, as part of job input

❖ Temporary storage

⚫ The local scratch on the worker node

⚫ The global storage shared in the whole distributed infrastructure
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Summary

❖ Several solutions based on HTCondor were made for the multiple 
scenarios at IHEP

⚫ Local High Throughput Cluster

⚫ Grid Sites

⚫ Distributed HTC Pool

⚫ Customized Clusters for Edge Sites

⚫ Real-time Computing for Satellite Project

❖ The next goal is to connect the separated sites/clusters together

⚫ The possible solution is HTCondor glidein
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