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I Background

More and more large scientific facilities are being built or running in IHEP

Network becomes more and more important in:

— Data transferring from onsite to offline data center

— Offline data analysis: computing and storage

More features are needed in high performance network

— Design philosophy

* High bandwidth and low latency '
 Stable, scalable and Flexible —
— Performance visualization ability

* Network Performance analysis bind with application performance
* Network capabilities by real-time analysis
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I IHEP network overview
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Network monitoring tools and

Network device status monitoring
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Lack the network performance analysis related to application performance
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Platform architecture

What we get?
Network traffic dashboard interface
Communication raw packet Detailed e

Where are they from?

Overview

Real-time processing Backtracking Data warehouse

Communication raw packet: tcpdump Outofoorder _ ——
restructuring Rule matching DetaiedAdata Comr;w‘:\;ication
packect

H oW we d id ? (PostgreSQL)

Network traffic: router/core switch traffic mirr

(MongoDB)

Real-time
computing

7-layer analysis

Full analysis
7-layer analysis

Real-time processing

Data analysis layer

Rule matching

Application related traffic and packet analysis

Full traffic
Data warehouse

MongoDB: Detailed data
PostgreSQL: Communication packet

Data collect layer
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nProbe cento

nProbe is both a netFlow v5/v9/IPFIX Probe and a collector that can be used to play with
NetFlow flows for IPv4/v6

nProbe cento is a 1/10/40/100 Gbit NetFlow/IPFIX Probe, traffic classifier, and packet shunter

A high-speed NetFlow probe able to keep up with 1/10/40/100 Gbit. @ cento
Flow export to JSON, Text, Kafka, Syslog, ntopng

Native PF_RING and PF_RING ZC support for high-speed packet processing
Flow-based Load Balancing to IDS/IPS

Layer-7 application visibility using nDPI (Deep Packet Inspection) or micro-nDPI (a lightweight DPI library

supporting the most important protocols such as HTTP/HTTPS/DNS) for improved performance
Probe and Flow Exporter

Flow-based Load Balancing to IDS/IPS

cento -i zc:ethl —-v9 192.168.1.200:2055




I Netflow analysis process

Analyze incoming and outgoing traffic of high-energy physics experiments in IHEP
Including: CMS/ATLAS/LHCb/JUNO

Right now focus on the IPv4 traffic

Mirror the router traffic to analysis node

Capture and store the traffic in the analysis node by nfcapd

nfcapd_file/IHEP/2022/03/18/nfcapd.202203180827

Dump the nfcapd file by nfdump ‘ ‘

Classify experiments by IP peers and ports s

Calculate traffic count by cluster analysis ‘ “—F i
Export the result to elasticsearch Analyzer Collector —

Shown in Grafana dashboard
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JUNO data exchange rate of IHEP

500 Mb/s
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I Data center application performance analysis from network view

Bypass deployment  ===-=== Analysis flow

Service flow

Mirror key network traffic

Mirror data
Analyze the traffic by a probe .
Performance metrics .
Connection established analysis Computing nodes

Amount of retransmission
TCP retransmission rate

Response time

Server response time
Client response time
Service response time

Latency

Storage nodes

b“+ Network analysis probe
Server latency |

Client latency
Load analysis

lﬂl Dashboard

Amount of concurrency
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Key technologies of analysis probe (I)

High performance real-time processing
Based on TCP/IP session

Application and service matching through five-tuple information

Source IP, DestIP, Source Port, Dest Port, Protocol identity

RI: @, CFI: ©,| ID: 201

> B©2.1Q Virtual LAN,
[ .32.101.198, Dst:

[nternet Protocol Ve

L .1e4.1e3

0100 .... = Version
0101 = Header Lg¥ngth: 20 byteés (5)
Differentiated Servickgs Field: oxdoe (DSCP, ] Not-ECT)

Total Length: 570
Identification: ©xc8feo
1 Flags: ©x02 (Don't Fragmgnt)
tFragment offset: ©

Time to live: 64
Protocol: TCP (6) |
Header checksum: ©x8dS5d [valjdation
[Header checksum status: Unv
[[Source: 10.32.3101.198
[ Destination: 10.35.104.103
[Source GeoIP: Unknown]
[Destination GeoIP: Unknown]
> Transmission Control Protocol, |[Src Port:' 80} |Dst Port: 1226] Seq: 2001949207, Ack:

- Hypertext Transfer Protocol

isabled]

1287036871, Len: 530
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Key technologies of analysis probe (ll)

Analysis the response time for both network and application/service by
Deep analysis of three-way handshake and transmission process for TCP/IP

-

Network latency

client server

Server latency
client latency

transaction #1 application response time

ICP Datad2

e ICP Data#3

ICP Data dd4
- ——
—— ACK £or TCP Daren 82

ACK Lor TCP Dats 24
TCP Data #5

ACK for TCP Data #5 application response time

TCP Data 26

ICP Data 87
ICP Data #8
ACK £or TCP Data 28
ICR-Data-#8
~EIN
EACK
12

transaction #2 ,[




-
.

Use case

Retransmission rate

FH4: 2021-10-28 15:35:00 £E5k: 2021-10-28 15:45:00 RIS v #O1(F4ERm-EOS BRSS_IEM1 ERE v
KPIEi#418):2021-10-28 00~2021-10-28 15:45:00 =3E8
PEE SE LR 10000 - EEPEERO
iBIP BrIP YRR ISt it ) BEFiREE RS EE B FEEK ESaNSt BEFRnEOHE RSEZEHE TEN EFHEEN RS ETEN BHE BEFRERHE RSEELHE BEX BFIREGER ARSSEEEITER RSTHE
1977168.99.93 28.9Mbps 2256810 600200 1656610 960B 80 0 80 0 0 0 978031 184318 793713 527% 30.7% 21.98% 0
OHER 202.122.33.193 192.168.99.93 379bps 82 42 40 347B 0 0 0 0 0 0 34 15 19 41.46% 35.71% 47.5% 0
OHes 202.122.33.191 192.168.99.93 7.0Kbps 930 397 533 5668 0 0 0 0 0 0 385 128 257 41.39% 32.24% 48.21% 0
202.122.33.190 192.168.99.93 EQ?%Kbspservegi%Eﬂ 474 3917 1319B 2 1 1 0 0 0 1240 86 1154 28.23% 18.14% 29.46% 0
202.122.33.186 192.168.99.93 9.2Mbps 464867 14864 450003 1480B 6 0 6 0 0 0 127237 2114 125123 27.37% 14.22% 27.8% 0
: 3 19N{68.99 93 14.1Kbps 713 696 17 1478B 0 0 0 0 0 0 0 0 0 0.0% 0.0% 0.0% 0
Eogm nod
EFRHIRS BT = v EH CPU User -bash-4.2$ ifconfig
) 704 eth0: flags=4163<UP, BROADCAST, RUNNING, MULTICAST> mtu 1500
’ Q 60 | inet 202.122.33.197 netmask 255.255.255.128 broadcast 202.122.33.255
07 50 | inet6 2401:de00:2:332::197 B S
T . 40 | inet6 feB0::f603:43ff: feb?: >
£ o
g 30 | ether £4:03:43:b2:1a:d0 tx ngh load on NIC
z N e 20 RX packets 125710897691 b?uca LU!.JL\N.M \LUJ. 0 LLD)
- A A A h A A 10 | RX errors 264218 dropped 0%.overruns 260449 frame 3769
EFEIED : o P . .
0 ) ‘ : : : : A 14:00 15: 00 16:00 17:00 TX packets 62621802614 bytes 7978806707632 (12.7 TB)
021-10 U 11:30 12:00 12:30 13:00 13:30 14:00 14:30 15:00 15:30 16:00 16:30 A " . C A
B 1xs1c709.ihep.ac.cn last dhr Now: 28,24 Min:  4.80 TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0
Avg: 25.04 Max: 67.26 device interrupt 16 memory 0x93800000-93ff£fff
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I Future plan

IPv6 network traffic analysis based on experiments

Deep and detailed data center network performance will be analyzed

— More application/service performance will be considered and combined

— Backtracking will be added
Cross data center network performance analysis

— More metrics will be considered and designed

Dashboard should be optimized
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I Conclusion

The purpose is to find the bottleneck of application performance

IHEP started to research and implement the platform since the middle of last year

Architecture design is finished

Some functions have been developed, such as WAN traffic analysis and DC application
performance monitoring

More functions can be added since we capture enough traffic and packets

Future work

IPv6 network traffic analysis based on experiments
Deep and detailed data center network performance will be analyzed
More metrics will be considered and designed

Any suggestions and cooperation are welcomed

ISGC 2022 15



I ————

Thanks for your attention
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