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Background & Motivation
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The Slurm Cluster at IHEP
• To run parallel and heterogeneous jobs.

• 228 worker nodes, 10K CPU cores, 210 GPU cards.

• 480 users, 20 groups are supported.
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Architecture of the Slurm
Cluster at IHEP.
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Why is the RESTful workbench needed?

• Motivation
• Effective maintenance
• Research purpose

• Manpower in shortage

• Multiple application systems under a unified framework
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Slurm REST APIs
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What is REST

• REST : REpresentational State Transfer

• An architectural style for distributed hypermedia systems

• First presented by Roy Fielding in 2000 

• Guiding Principles of REST 
• Client–server 
• Stateless 
• Cacheable 
• Uniform interface 
• Layered system
• Code on demand (optional)
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Reference : https://slurm.schedmd.com/SLUG20/REST_API.pdf



REST API Workflow
• Client-Server architecture

• URL as the unique resource ID

• Access with HTTP protocol
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Reference : https://slurm.schedmd.com/SLUG20/REST_API.pdf

• Client-Server
• Stateless
• Cacheable
• Uniform interface
• Layered system



slurmrestd

• Slurmrestd interacts with slurmctld & slurmdbd with Slurm RPC.

• RESTful APIs are provided to clients.

• Written in C.
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Reference : https://slurm.schedmd.com/SLUG20/REST_API.pdf

Since version 
20.02



Slurm REST API Architecture
• The API architecture used in our workbench : rest_auth/jwt

• The others are rest_auth/local, rest_auth/jwt + proxy

2022/3/21 ISGC 2022 - Slurm Workbench 10

Architecture of rest_auth/jwt

Reference : https://slurm.schedmd.com/SLUG20/REST_API.pdf



Slurm REST APIs
• Reference : Slurm REST API Reference

• GET, POST, DELETE methods are provided, no PUT methods.

… …
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slurmctld
slurmdbd

https://slurm.schedmd.com/archive/slurm-20.11.7/rest_api.html


Example of Slurm REST POST methods
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Request ResponseUsername and JWT tokens 
are mandatory

Input data

Return a job 
ID if successful.



Example of Slurm REST GET methods
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Request

Response

Username and JWT tokens 
are mandatory

Return detailed job description if successful 



Development of the workbench
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Architecture of the Slurm workbench

• Four sub-systems consisted:
• Dashboard : cluster status display
• Tomato : HPC-HTC jobs research

• Jasmine : cluster job workload tool

• Cosmos : accounting system

• Implementation:
• Python Flask

• MariaDB

Slurm workbench

Dashboard

Tomato Jasmine

Cosmos

GET

GET, POST GET, POST

GET
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slurmrestd



Workbench - Dashboard
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Overview of the Slurm Cluster



Workbench - Dashboard
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Resource 
utilization of 

group heps in 
last hour.

Top 5 users
ranked by
consumed
GPU hours
in last day.

Resources in each 
partition.



Workbench - Tomato

2022/3/22 ISGC 2022 - Slurm Workbench 18

Job parameters

Job workload

Job script

Submit Glidein Jobs

• A research system for 
HTC-HPC jobs.

• The key component is 
to submit Glidein jobs.

• After submission, Jobs 
from HTC cluster will 
be run in the Slurm
cluster.

• Part of dHTC, see the 
next work presented by 
Xiaowei Jiang:

HTC Computing System

https://indico4.twgrid.org/event/20/contributions/1071/


Workbench - Tomato
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Number of jobs in a job array

Check job status after submission
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Workbench - Jasmine
• A job toolkit to test Slurm cluster.

• Generate and submit jobs base on parameters.
• User

• Time

• Number of jobs

• Parallel degree

• Job size

• Application scenario:
• Overall test during summer maintenance.

• Research on Slurm scheduling algorithms.

User

Time

Parallel Degree

Number of Jobs

Job size



Workbench - Cosmos
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• Accounting system

Query Form

Query Results in a 
Table

Query Results in Charts



Conclusion & Next
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Conclusion

• RESTful Slurm workbench is developed because of maintenance 
and research requirements.

• Slurm workbench is consisted with four sub-systems.

• GET & POST methods of Slurm REST APIs are called by 
workbench sub-systems.

• Pre-production, only for administrators & researchers at present.
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Next …

• JWT tokens renew mechanism.

• Proxy + cache architecture for better performance.

• Save intermediate job descriptions of Jasmine in Database.

• Cosmos REST APIs open to other systems.
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Some thoughts and experiences

• More POST/PUT methods are favorable to manage slurmdbd.
• Management Board

• Additional user authentication is recommended.
• More secure and flexible security policy

• Architecture of rest_auth/jwt + proxy is better.
• To provide web services for common users.
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Thanks & Questions
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