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INFN Research and structures

216 activities distributed in 33 structures (labs, groups and divisions)

W TIFPA  UDINEM W Laboratori Nazionali
W TRIESTE National Laboratories
MILANO BICOCCAMMILAND @ Sezioni 7 \
M TORINO W PAVIA EINL Division N _ - .
BPARMA EFERRARA I Gruppi associati ﬁ Pa"lcle thslcs 17 experl ments
GENOVA M CNAF..BOLOGNA Associated groups L J
g O
psam  WFRENZE
R s r )
m Astroparticle Physics 45 experiments
CS
Gss.lfnas \ 4
romarl
ROMA2 4 N
ROMA3 e _ .
Nuclear Physics 23 experiments
W SALERNO CSN!
mLECCE L y
cgsenza [ )
CAGLIARIM - - . age g
sl Theoretical Physics 35 initiatives
g V.
Lng MOATANIA [ A
cs“is Technological Research 96 experiments
g V.

Lucio Anderlini April 2022 International Symposium on Grids and Clouds, 2022 > 2



I 7he ML_INFN initiative

LHC experiment data & simulation

Machine Learning Technologies for INFN

Most of the experiments and initiatives produce, analyse or
process digital data.

Gravitational wave detection
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Research on innovative technologies
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The potential barriers

Employing machine learning techniques often requires:
SnviDIA. [T
CUDA. Jupyter docker

® specialized hardware and software setup

e specific training to identify tools and learning resources ‘eeam 1\. O

Tensor

e a community of experts providing support to research use cases o %ri v O
"N
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https://www.python.org/
https://it.wikipedia.org/wiki/CUDA
https://hub.docker.com/
https://jupyter.org/hub
https://scikit-learn.org/
https://www.tensorflow.org/
https://keras.io/
https://pytorch.org/
https://www.atlassian.com/it/software/confluence
https://zammad.org/
https://gitlab.com/gitlab-org/gitlab
https://baltig.infn.it/
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émf’ﬁg;sgtential barrierswith M{_TNFN

Employing machine learning techniques often requires:

wp?d mspa?cialized hardware and software setup '
wP3. p . vide a centraflly maintained cloud-based infractructore for
interactive and batch ML fact profotyping,

with accese to modern GP ®
hardware and systems tuned for M performance v N
e specific training to identify tools and learning resources . oi 1? O
WP2: organize national training events for INFEN ugers Tensor

(Machine (earning hackathons)

e a community of experts providing support to research use cases o 1,7 O
WP3: provid, - , e
provide and organize example applications in o knowledge bage
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https://www.python.org/
https://it.wikipedia.org/wiki/CUDA
https://hub.docker.com/
https://jupyter.org/hub
https://scikit-learn.org/
https://www.tensorflow.org/
https://keras.io/
https://pytorch.org/
https://www.atlassian.com/it/software/confluence
https://zammad.org/
https://gitlab.com/gitlab-org/gitlab
https://baltig.infn.it/
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The numbers of ML_INFN

11 INFN structures involved in the preparation of the knowledge base
79 researchers devoting a fraction of their time to promote ML techniques for research

14 professional GPUs made available and accessible through the INFN Cloud Interface

11 0 participants to the hackathons, ranging from students to permanent staff members
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WP1. The infrastructure
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INFN Cloud

r

.

ML_INFN is built on top of
INFN Cloud: a data
lake-centric, heterogeneous
federated Cloud
infrastructure spanning
multiple sites across Italy,
providing an extensible
portfolio of solutions
tailored to multidisciplinary
scientific communities.

~

J
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Notebook Notebook

Notebook Notebook

Notebook Notebook

JupyterHub & grafana

< Docker - =~ Docker

JupyterHub & grafana

“5 ML_INFN Instance

«~ ML_INFN Instance

& httpsilimy.cloud.infnit x|+

< C @ mycloudinfnit > % 0@ :

= INFN Cloud Dashboard ~ Deployments

RStudio

@Studio

Computational enviroment
for Machine Learning INFN
(ML_INFN)

Spark + Jupyter cluster HTCondor cluster

Spoﬁg HTCOH(M

Jupyter with persistence
for Notebooks

TensorFlow with Jupyter

m | (INFN

Working Station for CYGNO
experiment

@

Sync&Share aaS

&

INFN Cloud portal https T

See also...

Davide’s Talk on Friday on
INFN Cloud

Igor’s Talk on Tuesday on
CYGNO in INFN Cloud

Daniele’s Talk on Friday on

INFN Cloud for clinical data
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https://indico4.twgrid.org/event/20/contributions/1063/
https://indico4.twgrid.org/event/20/contributions/1063/
https://indico4.twgrid.org/event/20/contributions/1081/
https://indico4.twgrid.org/event/20/contributions/1081/
https://indico4.twgrid.org/event/20/contributions/1083/
https://indico4.twgrid.org/event/20/contributions/1083/
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Federated baremetal resources

1x SuperMicro + 1x E4 servers:

1 TB RAM

64-128 CPU cores

36 TB local storage (NVMe)
8x Tesla T4 GPUs

5x RTX 5000 GPUs

1x A30 GPU

10 GbE connection to CNAF resources

Federated to CNAF OpenStack and INFN Cloud

Lucio Anderlini

April 2022

Storage solutions

Tier-1 storage

.

Storage from CERN experiments
can be mounted with NFS from the

Hypervisors integrated to Ceph to
manage persistent virtual volumes
accessed from the VM with POSIX

J
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Authentication & authorization mechanism

N = o X

iam.cloud.infn.t/dashboard#/home L % P08 E0»@:
Identity and Access Management is handled with INDIGO ® oo
Lucio Anderlini
IAM, same tool as used by the WLCG community:
e The official INFN Cloud instance instance Tl
® A secondary instance providing temporary access for .
. T 3§
demonstrations, hackathons and tutorials. | - ;
Authentication is demanded to the central INFN service g
(AAI) based on Kerberos and LDAP.
Authorization in INDIGO IAM is based on the use of
"groups" that define the level of access (e.g. admin or
user) to the solutions and resources. INF
CCR - AAI
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Virtualization stack

CentOS7 hypervisor

OpenStack virtualization

Ubuntu 18 and Ubuntu 20 images with CUDA installed

cvmfs available, if requested

JupyterHub integrated with IAM

Default docker image for the Jupyter Notebook provided with a series of

widely used ML tools
o can be customized /enriched with other tools requested by the users, made available
through DockerHub

® Miniconda used to make ROQOT available as a Jupyter Kernel

Public repository
V ML-INFN
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https://baltig.infn.it/anderlinil/ml-infn
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Monitoring and arbitration

Grafana monitoring dashboard deployed
with each VM.

Resource assignment managed at:

e ML _INFN level (projects and sys. admins) Some users contribute to the financial
effort to acquire the resources and gets

° ' . S

Project level (research groups and users) priority in arbitration.
In case of pressure, the resources allocated
to privileged users may be reclaimed if
monitoring reports low usage.
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WP2. Stewardship

Lucio Anderlini April 2022 International Symposium on Grids and Clouds, 2022



I 7he ML_INFN initiative

Hackathons in Covid-19 Era

Originally planned as satellite events of
scientific workshops, canceled due to
pandemic, hackathons have been |
transformed in virtual events.

Registrations limited to 60 to guarantee
decent tutor-per-student and

RAM-per-student ratios.

FIRST INTERNATIONAL WORKSHGP
ON "ACHINE ' EARNING IN “YSICS

19-210CT. 2020

19-21 Oct 2020
Auditorium Folco gy o
Ewropermome s

Overview E}e
.
-

Satellite Events.
(Hackathog
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Zoom Videoconferencing
Groups and Resources for
the hackathon

Telegram Bot and

Communications

Templates for Hackathon
reports

S m

«1IRENZE

cluding tracking, jet

ing algorithms are

& agendainfnt/event/25855/

Welcome to the first edition of the Machine Learning @ INFN

g
tutoringnside the groups

The list of available use
the registration o

2. autoencoders for VIRGO GW signal analysis
3. classification of leslons In medical physics

Prerequisites

Tachninal: ancace ta IN]

L% 08 N9
@ =n » =]

CeRhousing [ Keep @ Tre DAVINGI Poject Al Prefe

llso

one of the use

alisfy the preference in tha
vith t

s with students with e of proficiencies, in order to allow for self-

BT the hackathon are currently (there could be additions depending on
2nd on the status of other opportunities).

imination of hadronic Jets from light and heavy flavours @ LHC

Id-out”

in 72 hours

Repeated

8-

ML-INFN Hackathon: St= X 4

< c 0

app (@ Trelo

& agendainfnit/event/2

[ infn B Nerolsb © swisovid

&

@ The DAVING

@ an

roject

@ Public

v QD00 W0 N»@:

v o x

» | [ Al prefeit lenco dilettura

-
Second ML-
INFN

Hackathon:
Starting Level

13-15 Dec 2021
Zoom

Overview
Organizing Committee

Timetable

Contribution List

My Conference

My Contributi

Welcome g econd editiog of e j
La? ™\ staninglevT 0

Registrat! ndlcloW
You see edi ere,

The course Is to be considered as "stag
organized over 3 days, distrit

Registration
Feedback Surveys ith most of the talk
Pre-tutorial Self-teac!
Technical prerequisite
Zoom Videaconferencing lon on ML and on its use in INFN (including Clot

Groups and Resources for’

utilization in specific use cases of INFN interest
the hackathon

Telegram Bot and
Communications

all the groups.

ehed as video files.

el for Machine Learning topics. The hackathon will be

Binds-on of specific use cases, attempting to reach fully working products; a review of the

3. The hackathon, with participants working in groups trying to achieve a goal in the form of a
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https://agenda.infn.it/event/25855/
https://agenda.infn.it/event/28565/
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Lecture Program

Day 2

Hands-on

Neural Networks

Day 3

('Hackathon )

Seminars
Deep Neural Network
Applications to INFN research

Exercises
with tutors continuous support

Day 1
(Lectures )
Theoretical introduction to ML
U J
(Lectures )
Cloud and Cloud Resources
U J
Hands-on

Numpy, Pandas and Keras

Lucio Anderlini April 2022

Exercises
with tutors on demand

Reports from the students
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Hackathon use cases: 10 groups, one tutor per group
| |

CMS, |

Jet b-tagging at CMS
Recurrent Neural
Networks with LSTM N 4

b jet

Higgs searches at CMS

Deep Neural Networks
and Advanced Keras

¥ e
. 888

v
Output layer

h
ey W coanenss
Gravitational Waves Bl i B ol
; ; y—>|= > |5
with Virgo PR
= I

Autoencoders, anomaly
detection and compression

N Noise
I Noise + GW 0.05
—— Anomaly detection threshold

! Anomaly 0.00)=5

Lucio Anderlini Istituto Nazionale di Fisica Nucleare — Sezione di Firenze

107 107 1077
Mean squared error

'

o

April 2022

Segmentation of CT scans

Convolutional Neural Networks
Handling 2D and 3D datasets
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The Cloud / Jupyter setup

Fi 1] a I s u rvey aDrlgl K/%Lé Sﬂnd the technical setup using Cloud + Jupyter reasonable for ML oriented

A. Yes, worked for me: 19 (95.00%)

A satisfaction questionnaire was
Smeltted tO the part|C|pant at the :?e:)e;) |;ger\er?ljlyworke<i for me (please add comment
end of each event.

C. No (please explain below why): 0 (0.00%)

Generous feedback on: On the difficulty level:

Too easy

e Level of difficulty
® Relevance and interest Too difficult '
® Technical setup

Appropriate
On the choice of topic:
About a half of the participant responded they would
have been willing to spend more time on the hands on
expected
and/or the hackathon. e Interesting
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WP3. Network and Knowledge Base
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Confluence Knowledge Base

@ Machine Learning Knowledge B2 X

Atlassian Confluence was used to
build a Knowledge Base reporting
several machine-learning use cases,
including those discussed at the
hackathon.

Each entry includes:

® Runnable example as a jupyter
notebook or a git repository

e Contact information of one or
more experts

Lucio Anderlini pril 2022
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version) Physics Tensorflow application
* 5. INFERNO: Inference-Aware
LHCb Masterclass, with Keras DE, MLP High Energy ROQT + Keras Introductory
* 6. An introduction to classific Physics +TF tutorial
* 7. Virgo Autoencoder tutorial
MNIST in a C header MLP Keras Free-styling
¢ 8. Distributed training of neu tutorial
* 9.FTS log analysis with NLP LUMIN: Lumin Unifies Many CNN, RNN, High Energy PyTorch Package use
* 10. Image Inpainting tutorial: Improvements for Networks GNN Physics examples
* 11. Signal/background discrir INFERNO: Inference-Aware NN High Energy Keras + Technique
: timi rflow i
« 12, Explainability of a CNN ci Neural Optimisation Physics Tensorflow application
o example
£} Space tools « An introduction to classification Fisher, BDT, High Energy Scikit-learn, Tutorials for
with CMS data MiP Phusic: TE2 Master ~;

Access to resources

Machine Learning Knowledge

_Template KB Entry
1. Btagging in CMS
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Pages / ML-INFN Knowledge Base / Entry Point ML-INFN

Machine Learning Knowledge Base

This section of the ML-INFN Confluence Space contains the Knowledge Base of fully implemented use cases.
This has been created in order to provide new users getting close to Machine learning with concrete examples,

with step by step guides for reproducibility.

The division into categories is multidimensional

* Dimension 1: per Machine Learning technology (CNN, Auto encoders, LSTM, GraphNet, ...)
* Dimension 2: per scientific field (High Energy Physics, Gravitational Waves, Medical Physics, ...)

* Dimension 3: per type of used tool

and is implemented via Confluence labels.

Table of Use cases

% Foto Google

v = m] X
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Stories of success [1]: building template models for LHCb

ML_INFN infrastructure was used to

. O NN RSO G RN TR B ) (T R I GRS
. Q 10° :% LHCb simulation p €[14,16.2] GeV/c
develop a model for the Particle S F pHe {5 =110GeV p_€[0.6,0.7] GeV/c
e e 8 10°E prompt p -
Identification response of the LHCb - PEOIRER" e
) ) g 10k
detector as a Gaussian-Mixture model. g : X
s"wE 2 =0
. . . . C + X
With Gaussian parameters inferred with a 10 g hﬂ
il l
Deep Neural Network. . T TR . T +'|lﬂ
-10 -5 0 5 10 15
log(xlzp)
~ 0025 P
= e[16.2, 21.4) GeV/c - LHCb pHe data 2 o e[16.2. 21.4) GeVic : edata o3 o
'a- 0.02 zr €[2.0,40)GeVie === ::::::Llla::‘m _f g :z:: 51 5[1126.0. 4:))42::,:’\;* == :m,;:dilwn - S. Mariani et al, ) ]
2 KS distance: 0.13 NS antiprcan 3 87 E KS distance: 0,05 - antiproton 3 A Neural-Network-defined Gaussian
"E i § e E ;: 0.008 § £ _ lVIixtyre Model for pa.rticle identification
5 ool é 4 applied to the LHCb fixed-target
2 oos 2 4 programme”, JINST 17 (2022) P02018
P - 3
° ( e = S o = & 2 . .
B 0 o Public repository
P
Traditional method based on reweighted MC Deep Learning model v PID4SMOG

Lucio Anderlini April 2022 International Symposium on Grids and Clouds, 2022 > 20


https://gitlab.cern.ch/samarian/pid4smog_module
https://arxiv.org/pdf/2110.10259.pdf
https://arxiv.org/pdf/2110.10259.pdf
https://arxiv.org/pdf/2110.10259.pdf
https://arxiv.org/pdf/2110.10259.pdf
https://arxiv.org/pdf/2110.10259.pdf
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Stories of success [2]: studying LQCD with CNNs

A Deep Neural Network is trained in a

3D Convolutional

. . . layers
semi-supervised manner to define an b
: ense
effective order-parameter for Gauge theory Palyakov Jayers Polyakov
. oop oop
where a real order-parameter is not >.<
defined. o 1 Ne
Encoded
classifier
Fluctuations: Training sample Fluctuations: Validation sample
The study was made possible 8o Mg b ] B =
thanks to the GPUs provided s i 5
. . . . U U
by the ML_INFN initiative. g o
Y2 Y o2
A. Palermo, M.P. Lombardo et al. v &
“Machine learning approaches to the QCD i - - -~ o\ - = -~ o = = =
transition”, Proceeding of LATTICE21 T[T, T/T;
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https://arxiv.org/abs/2111.05216
https://arxiv.org/abs/2111.05216
https://arxiv.org/abs/2111.05216
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Stories of success [3]: X-rays to visible colors for CH

. Cu Fe Ka Lines
X-ray fluorescence spectroscopy widel ! Ko o
|y ]
Ka 2nd Ca
used for Heritage Conservation and i N i | . I N FN
. . . . B L] ‘ CHNet
non-invasive prObe of p|Ct0r|a| artworks. 1y o “ \ l l ‘ Istituto Nazionale di Fisica Nucleare
‘Se | ‘} 1 } 1 Cultural Heritage Network
1z - Mn )
— -o- PRl SR B
hv ,,%\ 1 Y ohalal ‘ i TT’ ' el —
' ‘s | H | ]3C“ ‘ 5 | Zn 7
- — o WV L0 T Y A I L A EI]S[: P “
- _._)N"‘/ WL ’in Iy Pyl ,5 LY I ur
_._ _e_ YUV i ey s‘u“lgu"u_ﬁ e )\\ “_J I JUL}L and Harmonisation of National &Thematic Initiatives to support EOSC

Deep Neural Network models
are trained to reconstruct the
image from the XRF scan of
N the pixels.

Training &  Validation Public repository
on different sets of pixels . O Hackathon tutorial

150
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https://github.com/tommasoboccali/ml_infn_hackBase/blob/main/VM_SHARED/BOMBINI/

I 7he ML_INFN initiative

Summary and conclusions

Lucio Anderlini April 2022 International Symposium on Grids and Clouds, 2022 > 23



I 7he ML_INFN initiative

Summary

The ML_INFN initiative has been providing many INFN experiments with the hardware
and the knowledge base to assess the potential benefit of machine learning to their
research for three years.

The ML_INFN project relies on INFN Cloud solutions and it federates resources
optimized for ML performance in interactive and batch-like usage patterns (high-end
professional GPUs, NVMe disks, many-core high-RAM systems)

A series of national training events (machine learning hackathons) and a collection of
tutorials and real applications within the INFN community (knowledge base) contribute
to building a network of experienced and enthusiast machine learning practitioners,
lowering the skill gap to benefit from machine learning developments.
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Outlook

Machine Learning is here to stay. In the next future:
e \We will organize Advanced Training Course(s) on Deep Learning

e We will provide Cloud-based access to FPGAs as Machine Learning accelerators

o Two U50 and a U250 Xilinx FPGAs recently federated to the cloud See Marco’s Talk on Thursday

on FPGA in the Cloud for ML

e We will keep supporting students and researchers employing Machine Learning
technologies in their daily activities.

See Davide’s Talk on Friday on lgor’s Talk on Tuesday on Daniele’s Talk on Friday on
also... INFN Cloud CYGNO in INFN Cloud INFN Cloud for clinical data
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https://indico4.twgrid.org/event/20/contributions/1119/
https://indico4.twgrid.org/event/20/contributions/1119/
https://indico4.twgrid.org/event/20/contributions/1063/
https://indico4.twgrid.org/event/20/contributions/1063/
https://indico4.twgrid.org/event/20/contributions/1081/
https://indico4.twgrid.org/event/20/contributions/1081/
https://indico4.twgrid.org/event/20/contributions/1083/
https://indico4.twgrid.org/event/20/contributions/1083/

