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« Home of Singapore’s first
petascale and national HPC
resources
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* HPC resources made available to
all researchers from
Singapore universities,
research institutes,
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Singapore Upgrades HPC Infrastructureto @ =
Support Future Research Demands

- UPGRADED INFRASTRUCTURE

- From ASPIRE 1, Al Platform@NSCC, HTC1000 to ASPIRE 2A
« GROWING LOCAL HPC COMMUNITY

- e.g. Edge Supercomputing @ Singapore Hospitals
- DEMOCRATISING ACCESS TO RESOURCES

- Resources allocated every six months through Call for Research

Projects, and Call for Educational Projects
« PLANNING FOR THE FUTURE
- HPC Research Cloud, Quantum Computing and beyond




UPGRADED INFRASTRUCTURE
From 1 PFLOP (2016) to 10-20 PFLOPS (2025) & Beyond

SINGAPORE
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ASPIRE 1

Advanced
Sypercomputer for
Petascale
novation

@ 1 PFLOPS System
m 1,288 nodes (dual socket,12cores/CPU ES-2690v3)
= 128GB DDR4 RAM/node
® 10 large memory nodes [1x6TB, 4x2TB, 5x1TB|

£7 Accelerator Nodes
= 128 nodes with Tesla K40 GPUs

&2 13PB Storage

= GPFS & Lustre File Systems
= /0 bandwidth up to 500GB/s

& Infiniband Interconnection

CURRENT

= EDR [100Gbps| Fat Tree with full bisectional
bandwidth within cluster
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Add-on Systems (ASPIRE 1+)

Al.Platform (6 x DGX-1)
1,000 cores HTC System
Koppen - 160 TFLOPS Cray
XC-50, Climate System

IN DEVELOPMENT

( Awarded - 27 April 2021

* Aggregate ~10 PFLOPS
raw compute power

* 8x —10x more powerful
than current ASPIRE1
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FUTURE

~10-20 PFLOPS
Capacity

Note: Floating-point operations per second, or FLOPS,
is a measure of compute performance or how quickly
and effectively a computer works. P or peta (used in
units of measurement) denotes a factor of 107%. The
current Top 500 supercomputers today are minimally in
the PFLOPS range.
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NSCC
New award-winning
Green Data Centre
. _ . e.g. Aircon-less compute area, locally-
Main System Acceleratgd Nodes High-Frequency Nodes B8 ol moing racks, wikiwktr
HPE Cray EX - 76 units of 16 nodes of cooled. etc
4x Nvidia A100 GPU 2 x AMD EPYC™ 75F3 CPU . —
2x AT\?DSE';\??“E?s?f;cpu >12 GB memory (2.95 GHz - 4.0 GHz) L
(2.0 GHz - 3.675 GHz) - 6 units of 64 cores (32 per Socket)
128 cores (64 per Socket) 8 x Nvidia A100 GPU 512 GB Memory
512 GB Memory 1TB memory
98,304 cores 352 A100 GPU 1,024 cores o g
=
=
& 2 1 | =
) e { & )
Large Memory Nodes Scratch Disk — Lustre Home/Project— GPFS
1/0 bandwidth — 5 PB online
12 Units with 2 TB RAM 300 GB/s (sustained) 18 PB near-line
4 Units with 4 TB RAM 20 PB remote near-line
HPE DL385 Gen 10+ Version 2 10 PBytes 43PBytes |
READY FOR SINGAPORE

; A*STAR Remote logins
Remote logins
From A*STAR Fusionopolis "D"umkl%c;,l“"ss RESEARCHERS

ARTC, GIS,
Biopolis, etc.

NUHS etc

by end 2022
= ]

All links to be protected by
quantum-safe encryption
National Quantum-Safe
Network NQSN

Remote logins
from LKCMed
TTSH etc

ADDING TO DISTRIBUTED DC STRATEGY - Connected by a

high performance 100G compute fabric that provides flexibility to
move workloads easily, and adds resilience to business continuity planning

Haticral
Buparesnputing
Centre
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GROWING LOCAL HPC COMMUNITY J

Our Partners
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Quantum
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SingHealth <A NVIDIA.

Defining Tomorrow’s Medicing

Edge supercomputing for Singapore
healthcare clusters

SingHealth-NSCC-NVIDIA partnership to

support advanced healthcare research

To develop a new supercomputer and access to advanced
software, training and high-performance computing (HPC)-
enabled pre-trained Al models to significantly accelerate
large-scale and complex healthcare research.
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SIGNING CEREMONIES

NSCC

SINGAPORE

fala NVIDIA - NSCC - S\NGHEALTH

National Al Healthcare Initiatives get boost
from new national supercomputer resource

at NUHS

NSCC and National University Health System (NUHS) will
develop a supercomputing infrastructure, named
“‘PRESCIENCE”, which will be used to train Al models that
predict patient health trajectories and recommends when a
patient’s condition may deteriorate.



DEMOCRATISING ACCESS TO RESOURCES j

SINGAPORE

Diversifying HPC resource access

LOCAL @ @ ﬂ JOINT CALLS (OVERSEAS)
 Call for Research Projects ’—,—‘  Call for Fugaku Projects via NSCC —
+ Ongoing cycles: Jul21 Cycle (1 Jul 2021 - 30 SUPPORTED Collaboration with RIST
Jun 2022) and Jan'22 (1 Jan - 31 Dec 2022) @51]@ M » Selected projects: 5 out of 16 submissions

CPU & GPU HOURS

* Upcoming cycle: Jul’22 cycle (1 Jul 2022 — 30

. . . . ALLOCATED Project Name Affiliation
Jun 2023)’ Appllcatlon perlOd from 1 — 31 Mar Excitonic effects in nonlinear optical processes of . A .
2022 e e T National University of Singapore
Ultralarge molecular dynamics simulations of
. . complex concentrated and gradient nanostructured IHPC, A*STAR
 Call for Educational HPC Projects °—|_,1 0 0 alloys for engineering applications
Designing Stable, Active, and Selective Ni-based
. , Nanoparticles for Dehydrogenation of Liquid Nanyang Technological University
® OngOlng Cy0|eS NOV 20 ROund (Mar 2021 - RESEARCH PROJECTS Organic Hydrides
Mar 2022)’ May 21 Round (Aug 2021 — Aug SUPPORTED Big HPC Code.lmplementing the Adjoint-state Nanyang Technological University
2022) Traveltime Tomography Method

“2 0 M Simulation of Air-Sea Interactions with Al- SELET AN o, HEsEriC o

e O i H H . i Accelerated Computational Fluid Dynamics Sl a_nd Envirenm?ntal er)gineering,
ngoing appllcatlon. Acceptlng ad-hoc CPU & GPU HOURS National University of Singapore
applications ALLOCATED

* Upcoming Calls 5 e ﬂD@@@D@@@ HN(?UD:S

+ Call for Projects: Preliminary Use of ASPIRE

2A — in preparation ACCESS TO
+ Call for Software Development Projects — in
preparation FU@AKM
JAPAN'’S TOP

SUPERCOMPUTER
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PLANNING FOR THE FUTURE NSCC

SINGAPORE

HPC Research Cloud, Quantum Computing and beyond

HPC RESEARCH /National Quantum N SUPPORTING QUANTUM
CLOUD Computing Hub COMPUTING IN S’PORE
Explore potential solutions for u“ﬂﬁ.ﬁ" Supercomputing is key resource in
4 HPC cloud service options such fechmologies building capabilities for quantum
§ as hybrid HPC systems with oy computing and communications in areas
| cloud bursting capabilities, w o NSCC like quantum computing infrastructure,
business continuity plan / o talent development, quantum encryption

disaster recovery, workload
automation, etc.

technologies, etc.

INTERNATIONAL |
PARTNERSHIPS NG SO T

Explore collaborations in I ——
development of exascale

systems, green data centre

technologies, greater
research network
connectivity, QKD, talent
development & training,
connectivity, joint project
calls, etc.

- Climate - eg. Kajaani, Finland
Avg. temperature of -10°C to
15°C supports 100% passive
cooling

GREEN DCs

Exploring innovative green DC
solutions including Proof-of-Value
(POV) for a Green Modular Data
Centre System, floating DCs, and
collaboration with overseas partners
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