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The upgraded LHCb detector for Run 3-4

New mirrors and photon detectors
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The upgraded LHCDb detector for Run 3-4

New mirrors and photon detectors
HPDs —» MAPMTs

New silicon tracker
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A big challenge in data handling

* Major expansion of LHCb physics programme through:
* 5-fold increase in instantaneous luminosity
* 4x10%* to 2x10* cm-2s?!
* Full software trigger at 30MHz inelastic collision rate
* Factor 2 increase in trigger selection efficiency
* Order of magnitude increase in physics event rate to
storage

CPU, Disk, Tape And All That

Fit Plifsmists

* Pile-up increase Ideas
* Factor 3 increase in average event size Into Computing Resources
* 30x increase in throughput from the upgraded detector  ©R.Y’ Hary Houdini

* Without corresponding jump in offline computing resources

23/03/2023 LHCb Run3 ISGC23 4




Outline

wemw
.......................
-----
|||||
®
--------
. .,
.
*

REAL-TIME Cernraren,, .
Y ALIGNMENT &
o CALIBRATION ~
o 1 1 o |
5 TB/s | caus |
30 MHz non-empty pp EVENTS OFFLINE
5 - 0515 g L | PROCESSING
FuL | T8 | econstruction| MHE RECONSTRUCTION = |
i ;]
ii;ﬁ;ﬁf P [ gseecrions | P | & seLecTions _10" | Fu
(GPU HLT1) 70-200 (CPU HLT2) 3 EVENTS §
GB/s '
GB/s
All numbers related to the dataflow are |
taken from the LHCb 58% ANALYSIS
Upgrade Trigger and Online TDR 1 1ureo g PROPUCTIONS &
; 2 USER ANALYSIS

3 EVENTS |

Upgrade Computing Model TDR

23/03/2023 LHCb Run3 ISGC23 5




B 2 | 2 T
Runl + Run2 trigger

“Online”: near detector “Offline”: grid computing
40 MHz Hardware imuz | 1st software | yoo4u, | 2nd software || suu, 5 kHz
trigger trigger trigger R“ﬁgﬁ"&‘aﬁ;"’“}_,l Analysis ]
high pr, Er partial reco 1'u|| raco
HS hours weeks
Online Offline
40 MHz Hll‘dWll’ﬂ 1 MHz 13t somm 100 kHz QPB buffer 100 kHz 2l'ld SOﬂ'ware 12 kHz ﬁ.nllysls
trigger trigger Real-time trigger (Turbo)
high pr, Er partial reco Align + Calib full reco
Time from collision: Hs hours hours

Update alignment & calibration once available

* Hardware trigger: based on muon detectors and calorimeters
Run 2
- Data buffered in between two software trigger stages

* Allows for real-time alignment and calibration Offline-quality reconstruction
within the trigger
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Run 3 trigger

40 Thit/s I —2 Thit/s  1—2 Tbit/s 80 Gbit/s
: HIT1 N\ Online 4 HLT?2 ) Offline
-
. artial event o| ?(20 =30 PB) buffer full event :
[ rgconstruction g real time reconstruction [AD&IYSIS]
& selection ) \ilignmcnl and calibration L & selection )
30 MHz 1 MHz 1 MHz

Update alignment & calibration constants

* Remove hardware trigger
* Two stage software trigger:
- HLT1 on GPU
- HLT2 on CPU
* Read-out at 40 MHz (bunch crossing rate)
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Practical implementation
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Up to 100 HLT2 sub-farms (4000 servers)
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LHCb-TDR-018

Data streams and dataflow

e FULL (left): «classic» stream, all reconstructed objects in the
event. Needs central «slimming and skimming» for subsequent
physics analysis

* TURCAL: calibration stream, with both reconstruction output
and (some) RAW banks(performance studies.

 TURBO (right): Write only the interesting part of the event. Data
ready to be analysed, no further processing needed
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https://cds.cern.ch/record/2319756

Offline processing

Offline processing

Trigger
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Real data distribution
CERN disk —» T1 disk - T1 tape T1 tape - T1 disk

Site expected Site expet(:jted ’
. . . . . S GB
* Data distribution model quite simple Speed (GBls) peed (GBls)
* Jobs run where data is CERN 11 CERN 1.90
: . CNAF 1.72 CNAF 1.35
* Mostly at TierO and Tier1s SRIDKA B CRIDKA —
* Number of sites with data relatively IN2P3 125 IN2P3 0.98
small NCBJ 1.32 NCBJ 0.91
PIC 0.2 PIC 0.17
e 1T0O,7T1s,14 T2-Ds RAL e Rar .
* Well-balanced CPU and disk RRCKI 0.25 RRCKI 0.21
resources SARA 1.07 SARA 0.74
* No need for caches, pre-placement,
etc

 Little impact on WAN other than
dataset replication (2 copies)

Requirement

5GB/s
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Real Data distribution (most common
workflow)

1 (direct xrdcp)

LHCb P8 . 'i(rﬁrea 2 »| CERN CTA
10GB/s P
Favor LAN
EOS processing 4
area

|
|
|
|
|
|
T1 tape | Tldisk |—— T1tape
|
I
|
|
|
I
|

For 20% of the data For 80% of the data
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Sprucing

Event Rate Bandwidth
(events/s) 10 G B/ S (GB/s)

100%‘

%'

ﬂio |

3.5 GB/s
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Analysis productions

* Support user processing of
data and simulation using the
DIRAC transformation system

* Based on gitlab: code =

review + tests in ClI prior to
submission

* User do not need to monitor
GRID jobs

* Job details / configuration / logs
automatically preserved in
LHCDb bookkeeping / EOS

* Automated error interpretation /
advice

* Intuitive web interface for
requesting / testing / browsing
outputs
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Use JSROOT for allowing the
output of test productions to

be browsed.
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Monte-Carlo

* Computing work dominated by MC production
(97%) |Ideal candidate for CPU optimization

Full - full Geant4 detector simulation

PGun - single signal particle spawned with
kinematics configured to follow distribution
(no full pythia event) Factor 50 speed
increase

ReDecay - re-use the underlying event but
generate and simulate new signal decays
every time Eur. Phys. J C78 (2018) 1009
Factor 10-20 speed increase

TrackerOnly simulation — Factor 10 speed
increase

SplitSim - only simulate full event if required
condition is passed e.g. if a photon converts
to e+e- Speed up depends on condition

Investigating parametric simulation (Lamaar)

* Moving towards Analysis Productions style model
with code review+Cl prior to submission

s PGun
Im ReDecay

Average Number of Jobs by JobSplitType

26 Weeks from Week 18 of 2022 to Week 45 of 2022

Detailed

All Events Last 365 Days by Simulation Type
PGun

ReDeca
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https://arxiv.org/ct?url=https%3A%2F%2Fdx.doi.org%2F10.1140%2Fepjc%2Fs10052-018-6469-6&v=38f91b93

> N S
Summary

30x larger data volume from detector
Full software trigger, aggressive triggering strategy, filtering and
heavy use of Turbo stream (selective persistency)
Offline sprucing reduces the size even further
Data distribution optimized
— Favour LAN over WAN
Analysis productions

- Bottom-up approach, collecting use cases towards a more
structured activity
CPU offline resources dominated by simulation production
- Fast simulation significantly mitigates requirements

23/03/2023 LHCb Run3 ISGC23 16




	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16

