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The upgraded LHCb detector for Run 3-4
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Chris Burr ○ LHCb full-detector real-time alignment and calibration: Latest developments and perspective ◦ CHEP 2018, Sofia

During LS2 of the LHC LHCb will undergo its first major upgrade 
Move to an all-software trigger will dramatically increase efficiencies 

But poses extremely challenging requirements for computing 
Realtime alignment and calibration is an essential part of the upgrade
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The LHCb upgrade

New readout electronics for 
the entire detector

New vertex locator 
silicon strips →  pixels

New scintillating fibre tracker 

New mirrors and photon detectors 
HPDs →  MAPMTs

New silicon tracker

Remove hardware trigger

Detector Channels R/O Electronics

To be kept
To be UPGRADED

DAQ

The upgraded LHCb detector for Run 3-4
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A big challenge in data handling
• Major expansion of LHCb physics programme through:

• 5-fold increase in instantaneous luminosity
• 4x1032 to 2x1033 cm-2s-1 

• Full software trigger at 30MHz inelastic collision rate
• Factor 2 increase in trigger selection efficiency

• Order of magnitude increase in physics event rate to 
storage

• Pile-up increase
• Factor 3 increase in average event size 

• 30x increase in throughput from the upgraded detector
• Without corresponding jump in offline computing resources
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Outline
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Run1 + Run2 trigger

• Hardware trigger: based on muon detectors and calorimeters 
Run 2 
• Data buffered in between two software trigger stages 
• Allows for real-time alignment and calibration Offline-quality reconstruction 
within the trigger 
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Run 3 trigger

• Remove hardware trigger
• Two stage software trigger:

– HLT1 on GPU
– HLT2 on CPU

• Read-out at 40 MHz (bunch crossing rate)
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Practical implementation
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Data streams and dataflow

• FULL (left): «classic» stream, all reconstructed objects in the 
event. Needs central «slimming and skimming» for subsequent 
physics analysis

• TURCAL: calibration stream, with both reconstruction output 
and (some) RAW banks(performance studies. 

• TURBO (right): Write only the interesting part of the event. Data 
ready to be analysed, no further processing needed

LHCb-TDR-018

https://cds.cern.ch/record/2319756
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Offline processing
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Real data distribution

Requirement

Write tests: 
CERN disk → T1 disk → T1 tape

Read tests 
T1 tape → T1 disk

CERN 1.90

• Data distribution model quite simple
• Jobs run where data is

• Mostly at Tier0 and Tier1s

• Number of sites with data relatively 
small 

• 1 T0, 7 T1s, 14 T2-Ds

• Well-balanced CPU and disk 
resources

• No need for caches, pre-placement, 
etc

• Little impact on WAN other than 
dataset replication (2 copies)
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Real Data distribution (most common 
workflow)

LHCb P8 EOS 
Export area CERN CTA

T1 disk T1 tapeEOS processing 
area T1 tape

1 (direct xrdcp)

10GB/s

2

   3

4

3 4

For 20% of the data For 80% of the data

Favor LAN
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Turbo Full C
a lib

High Level Trigger

Turbo Ful
l

C a l i b r a t i o n

Disk Storage

Turbo Full C
al

ib
ra
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High Level Trigger

Turbo F ul lC a li b r a ti o n

Disk 
Storage

Event Rate
(events / s) 

Bandwidth
(GB / s)

D   a   t  a       F   l  o   w

Tape StorageTape Storage

10 GB/s

100% 80% 13%100%

3.5 GB/s

Sprucing
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Analysis productions
• Support user processing of 

data and simulation using the 
DIRAC transformation system
● Based on gitlab: code 

review + tests in CI prior to 
submission 

● User do not need to monitor 
GRID jobs

● Job details / configuration / logs 
automatically preserved in 
LHCb bookkeeping / EOS 

● Automated error interpretation / 
advice

● Intuitive web interface for 
requesting / testing / browsing 
outputs

Use JSROOT for allowing the 
output of test productions to 
be browsed. 
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Monte-Carlo
• Computing work dominated by MC production 
(97%): Ideal candidate for CPU optimization

– Full – full Geant4 detector simulation
– PGun – single signal particle spawned with 

kinematics configured to follow distribution 
(no full pythia event) Factor 50 speed 
increase

– ReDecay – re-use the underlying event but 
generate and simulate new signal decays 
every time Eur. Phys. J C78 (2018) 1009 
Factor 10-20 speed increase

– TrackerOnly simulation – Factor 10 speed 
increase

– SplitSim – only simulate full event if required 
condition is passed e.g. if a photon converts 
to e+e- Speed up depends on condition

– Investigating parametric simulation (Lamaar)
• Moving towards Analysis Productions style model 
with code review+CI prior to submission

~Pledge

Detailed

https://arxiv.org/ct?url=https%3A%2F%2Fdx.doi.org%2F10.1140%2Fepjc%2Fs10052-018-6469-6&v=38f91b93
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Summary
• 30x larger data volume from detector
• Full software trigger, aggressive triggering strategy, filtering and 

heavy use of Turbo stream (selective persistency)
• Offline sprucing reduces the size even further
• Data distribution optimized

– Favour LAN over WAN
• Analysis productions

– Bottom-up approach, collecting use cases towards a more 
structured activity

• CPU offline resources dominated by simulation production
– Fast simulation significantly mitigates requirements
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