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Data-intensive Research

e-Science Activities in Korea @ ISGC 2023



Korea Institute of Science and Technology Information

• Government-funded research institute founded in 
1961 for national information services and 
supercomputing


• Information Services: ScienceON, NTIS, etc.


• National Supercomputing Center


• Nurion - Cray CS500 system


• 25.7 PFlops at peak, ranked 11th of Top500 
(2018) ⇨ 46th (Nov 2022)


• Neuron - GPU system, 1.24 PFlops


• KREONet/KREONet2 - National/International 
R&E network

KISTI
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Global Science experimental Data hub Center

• Government-funded project, started in 2009 to 
promote Korean fundamental research through 
providing computing power and data storage


• Datacenter for data-intensive fundamental 
research 

• Preserving data from domestic or overseas 
large and complex scientific instruments as 
well as bio-medical and simulation-R&D 
activities


• Providing services based on technology 
development: distributed computing structure, 
high availability storage system, infra 
integrated management, disk-based custodial 
storage

GSDC

Server Network Storage
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Supporting Experiments 

Heavy-Ion Physics

WLCG Tier-1 (2014)

Elementary Particle Physics

WLCG Tier-2 (2018)

Astrophysics

LDG Tier-2 (2019)

Neutrino Physics

RAW StorageMedical Science


ICGC-ARGO Center 

Structural Biology using Cryo-EM/XFEL

Data Storage & Analysis Pipeline
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Elementary Particle Physics

B2G Tier-2 (TBD)



Role of GSDC for Data-intensive Research
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WLCG Tier-1 @ KISTI-GSDC
Flagship Service for Data-intensive Computing

• The only WLCG Tier-1 in Asia for the ALICE experiment


• Small (compact) but contributing about 10% of T1 resource requirements of ALICE


• More than 2% of total (T0+T1+T2+AFs) resource requirements of ALICE 


• CE  


• HTCondor-based, whole-node submission enabled (for N-core jobs)


• SE  


• XRootD/EOS based disk storage


• Archival SE : CDS, the disk-based one powered by EOS


• Networking


• LHCOPN : 20G dedicated link between Daejeon (KR) and Geneva (CH)


• LHCONE : 100G provisioned by KREONet connecting to EU, US and Asia (SG/HK)
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To be doubled  
with new clusters

To be replaced by 
JBOD storage
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EC Layout using 4 parity nodes

Significant but endurable  
EC induced traffic observed

Cost analysis Tape vs. CDS to be presented @ CHEP2023

CDS in one slide

Current operations and planning of CDS to be presented @ EOS Workshop 2023



Networking - LHCOPN
Dedication to LHC Raw Data Transfer between T0 and T1s

• 20Gbps dedicated links from Daejeon to Geneva  
provided by KREONet2 with its 100Gbps lambdas


• Primary optical fibers: Daejeon-Chicago-Amsterdam-Geneva 
(Backup links through Daejeon-Seattle & GLORIAD-consortium)


• KREONet2 directly reaches Geneva from its Amsterdam PoP

• Provisioning of 100Gbps for OPN by the end of LHC RUN3 or  

before the start of HL-LHC (RUN4)
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Networking - LHCONE
Towards full mesh reachability among Tier sites

• Policy that allows transit via KREONet2 resolves missing connections in 
Asia-Pacific region
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a bit of more details about Asian LHCONE 
to be presented @ GDB tomorrow

E. Martelli C.-J. Park



Asia Tier Center Forum

• Its 6th series and the first F2F meeting among Asian Grid sites after the global 
pandemic  


• Status and updates on Asian sites, experiments, and networking as well as fruitful 
discussions on Asian support model for computing cooperation


• WG was formed and is working on developing proposed ideas and suggestions for 
the support model - a firm foundation supporting activities in similar time zones 
such as sharing expertises, exchange programs, training / developing technologies

Asian Distributed Storage Project Asian Support Model (ABC)
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Supporting Domestic Research
Providing data storage, analysis pipeline and access
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• Adapting the knowledge learned from operating Grid facilities to domestic region


• Dedicated optical links provided by KREONet for efficient data transfer and sharing


‣ No need to move data by using external drives and overseas delivery


• Data analysis pipeline running on compute clusters 


‣ No need to own and maintain private cluster at individual labs 


• User access to data and analysis pipeline without geographical constraints


➡ Significant reduction of time in research activities



Summary

• KISTI-GSDC is a datacenter for data-intensive fundamental research 


• Its role is to provide data computing environment where needed


• ALICE T1 is a representative example and there are other Grid facilities 
such as CMS T2, LDG T2 and Belle II T2


• The knowledge has been transferred to support domestic research area 
and has helped to improve research activities 



Thank you


