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HEPS Introduction

« HEPS, located at Beijing HuaiRou, is an advanced public platform for
multidisciplinary innovation research and high-tech development, as well
as understanding many scientific questions in the fields of physics,
chemistry, biology, etc.

« At HEPS, researchers will be able to observe the complex samples with
more sensitive, finer, faster experimental tools, under condition close to
the actual working environment. Therefore, researchers will be able to
obtain the multidimensional, real-time, in-situ characterization of samples ¥4 &

structure, as well as the dynamic evolution processes. HEPS can help

researchers understand matter more accurately at the level of molecules,
atoms, electrons and spin and in the dimensions of space, time and

energy.
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Data volume of HEPS

« Under the traditional model, the light source platform only

provides data storage services. After users complete 14 beamlines is built in HEPS, first phase
experiments on the online site, they download the 24PB raw experimental data per month

experimental data to their personal computers for subsequent

Table 1. Data volume of HEPS beamlines

analysis, rarely using the computing resources of the light s BonTou Averaze ouhu
(TB/day)  (TB/day)
B1 Engineering Materials Beamline 600 200
SO u rce p | atfo rm. B2 Hard X-ray Multti—analytical 500 200
Nanoprobe (HXMAN) Beamline
B3 Structural Dynamics Beamline 8 3
B4 Hard X-ray Coherent Scattering Beamline 10 3
B5 Hard X-ray High Energy Resolution 10 1
« In the future, the data scale and throughput generated by Spectroscopy Beamline
B6 High Pressure Beamline 2 1
. . . . B7 Hard X-Ray Imaging Beamline 1000 250
advanced light sources will be quite huge, reaching the EB 55 xny Aborpion Spectroscopy Beariine 50 0
B9 Low-Dimension Structure Probe (LODISP) Beamline 20 5
. . . BA Biological Macromolecule Microfocus Beamline 35 10
level. This brings unprecedented storage and computing BB pink SAXS 400 50
BC High Res. Nanoscale Electronic Structure 1 0.2
challenges. Traditional data storage and analysis models Will 1o Xy veamine 10 !
BE Transmission X-ray Microscope Beamline 25 11.2
seriously hinder the discovery of research results based on T eme™ o 05

HEPS for scientific experiments.
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Necessity

« With such a huge amount of data, how to reduce the movement of large-capacity
experimental data, provide the same data analysis environment as the user's personal
computer, and implement the data generation and data analysis processes online, which

is a new idea for modern light sources platform to provide services to users.

« Itis of great significance to build a HEPS scientific data computing system, provide users
with computing resources and analysis environment during and after the experiment,

and help users discover one-stop scientific research activities.




Scientific data analysis challenges

« Compared with the traditional high-energy physics computing platform, the construction
of a computing platform for light source users has many challenges:

« The number of users is huge.

« User data access is strict.

« Support multiple analysis scenarios
« Multiple analysis algorithms.
 Interactive data analysis scenarios need to be provided.
« Multiple operating systems support. (Windows/Linux...)
« Services are provided based on web browser and ssh terminal.

« Efficient 10 access performance.
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User account management

« HEPS user management is designed based on user access patterns. In the HEPS scientific
computing system, users can access the computing environment through three modes:
« 1. Web page in Oauth2.0 authentication mode.
« 2. Terminal interface for ssh login.
« 3. Windows login interface.

« Centralized account management.
« Use Kerberos5 to store account passwords, and use

LDAP and AD domains to store user attribute information.

« Combined with the HEPS account management system,

Storage Window

the consistency of account names in the three storage
Kerberos5 Oauth2.0

tools are ensured.
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Data access management

« After the HEPS experimental data is generated from the DAQ module, it is written to the
POSIX storage system and the ACL corresponding to the user list is set.
« User can access data with the following three modes:
« Download data from web site.
« Users can only see the authorized data list on the page.
« check user info from web session, and check the object file’" s acl contain the

current user.
Mount Data &

Check The UID/GID
WebServer Storage

Download request

User Login Userinfo in Session

ISGC 2024
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Data access management .G

¥ HEPS

abs Settings Help

« Use the jupyterLab tool to analyze the data. —E— —
 Restrict the user identity of the user's bt 98 hommi
hugb
1 1 bash—4. 28 1s -1 /beamlinefs/| grep “hugbhdata\|xujptest”
Operatlng SyStem SeSSIOn’ and the user drw}; —————— 2 hugb rootf e 2036d1»1;r .|26 éngOthuqbdata
. . . drwx——— 2 21299 root 4096 Feb 28 11:45 xujptest
directly accesses the data using ACL with bastr4. 28 cd /beanl inefs/hugbdata

hash—4. 28 cd /beamlinefs/xujptest
bash: cd: /beamlinefs/xujptest: Permission denied

POSIX semantics. bash4. 2§

« Use virtual cloud desktops to analyze the data.
« Map the Microsoft Windows security
identifiers (SIDs) to the Linux user/group
identifiers (UID/GID). SMB/CIFS
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Multi-method analysis scenarios O .5

« Container virtualization solution
 Build multiple methodologies into jupyterLab base container images.
« Uses jupyterhub to provide users with a selection list of different scenarios, and
manages the corresponding container images.

« The user selects the corresponding methodology to start the analysis scenario.

Py _ -1y oker Adi
bearch Harbor@lhep @@ English u Default ~ I.%huqb@lhep‘a\:.cn - "
rver Option
< Projects Se e Op ons Python 3
(ipykernel) HEPS-BA Home Data Collection  Detail
Access Level Quota used basecudanotebook
b o back 818U @ Jfull/path/to/the/sample/file.hS Collected at: 2022-12-08 16:34:07
. basecudanoteboak
. PubIi 34457G|B E Other ‘
& Ope ublic of unlimited P ik,
® cumopy e
cumopy —m M ﬂ A % W "
summary Repositories Members Labels Scanner e s_ — v :'%L i \r‘-\' !
: Terminal Text File Markdown File Python File Show - R=—
daisy_gx Contextual
PUSH cCOMMAND v Q |B8= | C daisy-cpu-gx testing fe40648 Help ~ Data reduction
XDS I
M v | Artifacts Pulls Last Modified Ti Daisy-BMX =| [IHEP Applications e b B
Biclogical Macromolecular Crystallegraphy at Daisy Framework P22121 58757 99946 155783 90.000 90.000 90.000
1 12172 o N I N (N N A U A I [ - am | Beam
i o e ?1-9 N N e || stat 1545 16053
1 o 2/11/23, 9:40 Daisy-BA er N v refined 153841 180362
2 7.09 18
9 Dlesey-BA for daia racucrion only. el HEPSCT HEPSCT Nano HEPSCT HDFS HEPSCT enline Test-Voila
Aimle:
1 T
dalsy-gpu ° Vell)  cclafz) < Multiplicity Anomc: i €C_Anom
dalsy-gpu testing e25170f . £ ° z oo
1 1 daisy-gpu testing e251 3 Doc oo
0054
1 50 °
daisydev
L)
143 daisy-cpu testing 81cB58c ) ®
- Daisy-Doc

YSE0 2024
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Multi-method analysis scenarios

Virtual machine solution

Preinstall the software on the operating system and build VM image.

GPU hardware is directly connected to the virtual machine operating system.

Provide data analyze service to user through the virtual cloud desktop.

A streaming server is deployed and the image compression algorithm is optimized to

transmit desktop images in low-bandwidth mode.
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High-performance 10

 In order to provide high-performance IO,

 After the data is transmitted from DAQ, it is directly
stored in the memory message queue. The solution

of using data flow for data processing is still being

NVME disks to store data for one week. op —  Roce ©
DAQ Server
STAT disks to store data for one month. Pata Transter ’ ‘ Domnload
Data
The Roce network connection is used between sept ‘Stfeam

mem to mem

the client and the NVME storage server. The ‘ Cretos

\\/
step3 ! tepd
client uses RDMA technology to access stored e g\ S ‘Stnoi:;ge S ‘ e
step2 s
<

tep2

data and provide optimal IO performance. B

explored.
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Other basic services support

‘&; .3;2.
s
. B Terminal 1 X |+
Cvmfs is used to deploy platform-dependent =
Ticket cache: FILE:/tmp/krb5ce 10517
SOftwa re. ?eféLllt Drll-]ClDalI huqb@%HEPKRBJ | .
08/26/2004 1002:22 0282024 10:02:22 kst INEPKRB6 THERKRBS
M M renew until 04/02/20: :02:22
«  CVMEFS CSI plugin provides read-only T
Filesystem Size Used Avail Use% Mounted on
overlay 880G 137G 699G 17% /
mounting of CernVM-FS (CVMFS) e 56 0 2 0h are/es/egon
L. , , e 08 1M 9.5 14 /cvats/comon hepacin
repOSItorIeS In HEPS anaIySIS Contalner‘ gxsig;zheps ihep. ac. cn:/beamlinefs/ 992% ié\Tl 953% 452 :g;gﬁiﬁ:?i hep- e en
hepsd_atafs.heps. ihep. ac. en: /hepshome/users/h/huqgb 10G 0 10G 0% /home/huagb
Krb5 TGT is used to identify users.
. . . | 107 1430 1430 G
« User TGT writes into the environment
. . . 12
variables when starting the container -
environment. = 20 555 o [lm 7o 2m 5o | 102
: : 102
Prometheus tool is used to monitor cluster e
128 0

status.
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Platform architecture

« There are two layers in the platform

 Platform service process.

User access and data analysis interaction

HEPS scientific computing system (User access and data analysis interaction layer)

Cross-platform heterogeneous resource

Desktop resource upterHu
ma nagement Iayer a:)pIFi)cation \AjitEtEnCLibst

Users pass web authentication. e ston | angameny || Comoutn o

Scientific computing system (cross-platform heterogeneous resource management layer)

Select interactive data analysis scenarios.
Apply resources and enter the analysis

interface to perform data analysis

ISGC 2024
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Summary

« In response to the many challenges of the light source computing platform, container
virtualization and virtual machine technology are used to achieve heterogeneous
resource integration and resource elastic expansion. The data analysis environment can
be flexibly deployed according to the diverse needs of users.

« The centralized account management model combined with the storage system enables
data security under multiple data access modes.

« Based on virtual cloud desktop technology and jupyterLab scientific analysis tools, it
provides users with a flexible interactive analysis method.

« Deployment of high-performance network and high-performance storage to provide
high-performance 10 for data analysis.

 In order to further improve 10 performance, a stream-based data access model is under

development. .
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