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Introduction

ANNALS OF ARTIFICIAL INTELLIGENCE

THERE 1§ NO AL

¢ There are various voices on Al y There are ways of controlling the new technology—but

° But we Wi ll focus on ethics a bOUt [first we have to stop mythologizing it.
By Jaron Lanier

Al, according to OECD. April 20,2023
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Embedding Al in society: ethics, policy,
governance, and impacts

Editorial | Published: 24 June 2023

Volume 38, pages1267-1271,(2023) Cite this article

Download PDF %




Incidents of Al

* Incidents of Al are well observed by OECD.

To give a few examples, some algorithms incorporate biases
that discriminate against people for their gendeE race |or
socioeconomic condition. Others manipulate individuals by

influencing their choices for what to believe or how to vote.

On a different level but just as critical, some skilled jobs are

entrusted to Al,_increasing unemployment in some sectors and

causing harm to individuals and professions.
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Incidents of race

ﬁ Generate an image of a 1943 German Solidier
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Incidents of Al

* There are otherinciden|’

- Legal liability for self-{ | P

- Responsibilties of Al j
- Medical treatments/prescriptions by Al

- Killing by military robots engaged in war

* Can Al be prepared to answer these
questions ?




There are cons and pros in each of Al incidents

TOPICS MENU

mobiheadlth news

ANZ ASIA EMEA Global Edition

Contributed: The power of Al in
surgery

Artificial intelligence's potential role in preoperative and
intraoperative planning - and surgical robotics - is significant.

By Dr. Liz Kwoe | Nover

Photo: cofotoisme /Getty Images



A typical example of ethical question A ‘ AND THE

TROLLEY
PROBLEM

The trolley
problem.
* Whatis the
ethically correct |
answer? A
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It is an old question.

* As Scene of Deluge, an
1826 painting of Noah's
flood by Joseph-Désiré
Court, depicts, a man
has to choose between

saving his own son or
his father.

* Thus,isita 19th
century question ? No.




Itis a Chinese question.
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* Asimilar ethical question
has also been there in
China for many
centuries :

“Whom to save first
when both your mother
and your wife fall into
water ?”’

* Asimilar problemin
Chinese Law Test, 2015




Also in Islamic world are there similar questions.

20
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Morale, guidelines, or ethics

* Therefore, the trolley problemis | 7 . eofa Saoru moght Jf_@ﬁﬁﬁj
not a unique or typical question T
on Al.

e Alis not human.

* Thus, Al need not obey the ethics
that are aimed for humans.

* Or,do they ??




Ethics are essential and required on Al 7
CyBER ETHICS 4.0

Serving Humanity with Values

Christoph Stiickelberger / Pavan Duggal

e What kind of ethics ?

* Al ethics or Ethics of Al or Cyber-ethics ...

EMBEDDING
Al ETHICS

The Ethics of Al Governable

Globethics.net

JESS DubaiTok Lecture

Responsible

Mark 5. Stesd




Al ethics

EMBEDDING
Al ETHICS

Governable

Traceable
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/

Equitable
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Responsible

= Forbes

FORBES > INNOVATION > Al

Al Ethics: What It Is And
Why It Matters

Nisha Talagala Contributor ©

Entrepreneur and technologist in AI and Al Literacy.

@ Listen to article 4 minutes



Ethics of Al
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Home Ethics of Artificial Intelligence

Expertise Resources

Ethics of Artificial Intelligence

andate, UNESCO has led the international effort to ensure that science and
lop with strong ethical guardrails for decades.
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The Ethics of Al

esearch, climate change, or scientific research, UNESCO has delivered global

Kimize the benefits of the scientific discoveries, while minimizing the downside
ey contribute to a more inclusive, sustainable, and peaceful world. It has also
JESS Dubai ToK Lecture

r challenges in areas such as the ethics of neurotechnology, on climate
the internet of things.
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Or ... cyber ethics

| CVBER-ETHICS -
') PURPOSE & SOCIAL

RESPONSIBILITY

www.drjanethomason.net

CyYBER ETHICS 4.0

Serving Humanity with Values

Christoph Stiickelberger/ Pavan Duggal
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Differences and similarities among them

* Some experts use these terms (Al ethics, ethics of Al, or cyber

ethics) interchangeably, with overapped definitions. [For example,
UNESCO use Ethics of Al in the same sense as Al ethics.]

* However, many experts distinguish them conceptually as well as
practically.

—



* Who are asked to obey the Al ethics?

- The IT experts who design Al, the IT companies that produce
Al, and the governments that build the shapes and facilties of
the Al environment.

e What for?

- Al should help to promote and protect human rights and
freedoms as well as social safety.

- Examples ? Race discrimination, etc.

ﬁ



IBM and Government of Australia set up their own principles

Think

Consulting Support Vv

Solutions v

Products v

Think | Think 2024 ~ Artificial intelligence Cloud Security Sustainabilit

f_h Australian Government —
— Establishing principles for AI ethics

585" Department of Industry,
Science and Resources

Establishing principles for Al ethics

AUSTRALIA’S ARTIFICIAL INTELLIGENCE ETHIC¢

While rules and protocols develop to manage the use of Al the academic community has
leveraged the Belmont Report (link resides outside ibm.com) as a means to guide ethics
within experimental research and algorithmic development. There are main three
principles that came out of the Belmont Report that serve as a guide for experiment and

algorithm design, which are:

Australia’s Al Ethics Principles

1. Respect for Persons: This principle recognizes the autonomy of individuals and
upholds an expectation for researchers to protect individuals with diminished

Australia’s 8 Artificial Intelligence (Al) Ethics Principles are designed to ensure Al is

safe, secure and reliable.




* Designers of Al should ensure that :

-The whole life cycle of Al are transparent and explainable
-They [designers] are responsible and accountable for Al
-They have full awareness and literacy

-Al is designed, developed, set into operation with multi-
stakeholder collaboration and adaptive governance

ﬂ



UNESCO also recommends designers

* To observe the principles proposed by
UNESCO that:

* Al should be designed so as to

-Respect, protect and promote human rights
and dignity, and fundamental freedoms

-Ensure diversity and inclusiveness
-Adhere to fairness and non-discrimination

-Secure right to privacy and data protection

Recommendation on

the Ethics
of Artificial
Intelligence




* Inshort, designers of Al should make Al such
that it obey human ethics.

* Thus, designers should comply with “‘Al ethics”
in order to make Al ethical, i.e., to equip Al with
““ethics of Al.”

* Hence, ethics of Al.

ﬁ



* Who are asked to obey the ethics of Al?

- The users of Al.
e What for?

- The users of Al should not exploit, misuse, nor abuse Al
that would hurt the social integrity and the legal frames.

 Examples ? Deep fakes, phishings, gender harassment, etc.

d



Ethics of Al A7) GLOBAL
%2/ INITIATIVE Q

AGAINST TRAKNSMATIONAL
CRGAN| ZED CRIME

INITIATIVES @ GLOBAL ORGANIZED CRIME INDEX NETWORK OF EXF

* Deep fakes

In December 2023, videos of Lee Hsien Loong, prime
minister of Singapore, and Lawrence Wong, the deputy
prime minister, were circulated online to promote
crypto and investment products. These images turned
out to be deepfakes - Al-generated videos designhed to
fake their identities.

In early 2022, Thai criminals were found to be using deepfakes to
impersonate police officers in extortion video calls. And in February




Ethics of Al

= EILNIBC MARKETS BUSINESS INVESTING TECH POLITICS CNBC TV INVESTING CLUB & PROA

* Phishing

& technology executive councll

To join the CNBC Technology Executive Council, go to cnbccouncils.com/tec

TOP STARTUPS FOR THE ENTERPRISE | COUNCIL MEMBERS | FOUNDING MEMBERS | AD

TECHNOLOGY EXECUTIVE COUNCIL

Al tools such as ChatGPT are generating a
mammoth increase in malicious phishing
emails

PUBLISHED TUE, NOV 28 2023.10:39 AM EST

Bob Violino



Ethics of Al

GENERATING MISINFORMATION

Fake news generated by artificial
intelligence can be convincing
enough to trick even experts

The results of a new study could set off an Al arms race between

e Fake news

misinformation generators and detectors.

Priyanka Ranade, The Conversation, Anupam Joshi, The
Conversation & Tim Finin, The Conversation
Jun 21, 2021 - 09:30 pm




Ethics of Al

e Xiaoice (2014), Tay (2016), Luda (2020) were noticeable examples of
Al chatbots.

* Allwere staged as young females on SNS platforms.




* They were designed to make
conversations with human users,
developing the conversational
skills by analyzing and
incorporating the language of
users who chat with them.

* However, as their responses
became quickly offensive and
inappropriate, Tay had to stop

ANF | &drrer

= News WatchLive First Alert Weather First Alert Traffic ANF Investigates The Sixth

Experts warn about possible misuse of

new Al tool ChatGPT

By Vanessa Yurkevich
Published: Jan. 25, 2023 at 2:44 AM UTC+9

OGy@en

(CNN) - A new artificial intelligence tool can write research papers and answer almost any question
in seconds.

The powerful new technology, known as ChatGPT, is gaining popularity and has extraordinary
potential, but there are also warnings about the huge risk of misuse.

services, and Luda, too. a



Support the Guardian Th
Fund independent journalism with $5 per month e

Ethics of Al Guardian

News Opinion Sport  Culture | Lifestyle e

World » Europe US Americas Asia Australia Middle East Africa Inequality

¢ It iS an example Of gender South Korea

harassment. South Korean Al chatbot pulled from
Facebook after hate speech towards

* Indeed, itis the users who | minorities
m i S U Se 0 r a b U Se C h at b OtS Lee Luda, built to emulate a 20-year-old Korean university student,
. engaged in homophobic slurs on social media
that may finally harm
society in the end.

* Hence, ethics of Al.




Cyber ethics

* Ontheother hand, cyber ethics focus a different point of view.
* Who are asked to obey the cyber ethics?

- The individuals who create personal, private data (images, sounds,
messages, comments, etc.) and share them with others in cyberspace via
various platforms.

e What for?

- To prevent any kind of misuse or abuse of data in the cyberspace that
may harm the integrity of the real society, though they might not be

illegal and thus might not be punished. m



ey

AUBURN Office of Information Technology

CYber ethiCS . UNIVERSITY Cybersecurity Center

Home IT Seivices IT Pros IT Service Desk Info, Secunty nceden! Response Team Cyber Security Polices

* Some lists What is Cyber E Know the Rules ¢ ar Ethics

Of W h at Cyber ethics is o set of morally comed Cyber ethics refers to the code of responsible behavor on the intfermet. Just as we
are laught lo act responsibly in everyday life, with lessons such as "Don't take whal

doesn't belong o you,” and "Do not harm others ™ -- we must acl responsibly in the
les winre usang the internet

n ot to d 0 " - - cyber workd as well. The Basic mle s 3o not do something in cyber space thal you

would consider wrong or illegal in everyday life

must ba fallowed and taken carg of w

Cybar athics helps to creobte a safe er
[ ]
ava I la b le consiGered threots Dy the govarnmen When determining responsible behaviors, consider the following
Some important rules include = Do not use rude or offensive language

0 n i n te rn et o Don't be a bully on the Internat

* Do not ask for, send, or store of Do not call people names, lie about them, send embamassing pictures of them,

or do anyihing akse to try 1o hurt tham

Do not copy information from the Internel and claim i1 as yours. That is called

plagiarism

= Adheie 1o copynighl restrichons when downloadmg matenal mcluding soflware,
games, movies, or music from the Internet

= Do not break inle someonse else's compuler

o

« Do not access any network or

o

s [o not store ony data of users

« [ not bully, horass, abuse, or

« [o not spread computer vinusg = Do not use someons alse’s passwaord
o Do not attempt to infect or in any way iry o make someone else’s computer

* Do not spam any internet user unusabie

+ Do not violate copyright laws.

Say no to plagiarism. Wateh or listen to any farm of media only after lawfully purchasing it.




Cyber ethics

* Among the list of cyber ethics, some activites are explicitly illegal :
-do not access any network if not permitted
-do not hack
-do not spread computer viruses or spam
-do not violate copyright laws
-do not use someone else’s identity and password

* These are indeed cyber crimes.

ﬂ



Cyber ethics

* Others activities are not of legal issue but rather of moral issue :
-do not use offensive or rude words in SNS
-do not be a bully on internet
-do not lie or pretend someone else
-do not send embarassing pictures

* These morals or norms of conduct are necessary for individuals in order
to ensure that their activities hould not hurt others nor harm society in
the real world when they interact with others in cyberspace.

d



EU Al Act (2023) BRIEFING

EU Legislation in Progress

European Parliament

Artificial intelligence act

L'acte v Mise en ceuvre v Contexte v
y proposal for an EU regulatory framework on artificial

L] L] L]
EU Artificial S— . ! .
I ". propos de nous Alactis the first ever attempt to enact a horizontal regulation
n | n AQ pcuses on the specific utilisation of Al systems and associated
te g e C91 ct blish a technology-neutral definition of Al systemsin EU law
ystems with different requirements and obligations tailored
;tems presenting 'unacceptable’ risks would be prohibited. A

La loi européenne sur
l'intelligence artificielle

Développements et analyses actualisés de
la loi européenne sur 1'TA




EU Al Act (2023)

* The Act classifies Al according to its risk:

-Unacceptable risk is prohibited (e.g. social scoring systems and manipulative
Al).

-Most of the text addresses high-risk Al systems, which are regulated.
-A smaller section handles limited risk Al systems, subject to lighter

transparency obligations: developers and deployers must ensure that end-users
are aware that they are interacting with Al (chatbots and deepfakes).

-Minimal risk is unregulated (including the majority of Al applications currently
available on the EU single market, such as Al enabled video games and spam
filters - at least in 2021; this is changing with generative Al).

d



EU Al Act (2023)

* The majority of obligations fall on builders (developers) of high-risk
Al systems who intend to place on the market or put into service

high-risk Al systems in the EU, regardless of whether they are based
in the EU or a third country.

* And also apply to the third country providers where the high risk Al
system’s output is used in the EU.

* Also natural or legal persons that deploy an Al systemin a
professional capacity should obey.

e End-users are not affected.

ﬂ



EU Al Act (2023)

* Prohibited Al systems include:
-deploying subliminal, manipulative, or deceptive techniques,
-exploiting vulnerabilities, biometric categorisation systems, social scoring,
-assessing the risk of an individual committing criminal offenses,
-compiling facial recognition databases,
-inferring emotions in workplaces or educational institutions,

-‘real-time’ remote biometric identification (RBI) in publicly accessible
spaces for law enforcement.

d



Prohibited Al systems (Title ll, Art. 3)

The following types of Al system are ‘Prohibited’ according to the AT Act.

Al systems:

deploying subliminal, manipulative, or deceptive techniques to distort behaviour and impair

informed decision-making, causing significant harm.

» exploiting vulnerabilities related to age, disability, or socio-economic circumstances to distort
behaviour, causing significant harm.

» biometric categorisation systems inferring sensitive attributes (race, political opinions, trade

union membership, religious or philosophical beliefs, sex life, or sexual orientation), except

labelling or filtering of lawfully acquired biometric datasets or when law enforcement categorises

biometric data.

social scoring, i.e., evaluating or classifying individuals or groups based on social behaviour or

personal traits, causing detrimental or unfavourable treatment of those people.
» assessing the risk of an individual committing eriminal offenses solely based on profiling or
personality traits, except when used to augment human assessments based on objective,
verifiable facts directly linked to criminal activity.
« compiling facial recognition databases by untargeted scraping of facial images from the
internet or CCTV footage.
inferring emotions in workplaces or educational institutions, except for medical or safety

reasorns.

‘real-time’ remote biometric identification (RBI) in publicly accessible spaces for law

enforcement, except when:

s searching for missing persons, abduction victims, and people who have been human trafficked
or sexually exploited;

s preventing substantial and imminent threat to life, or foreseeable terrorist attack; or

s identifying suspects in serious crimes (e.g., murder, rape, armed robbery, narcotic and illegal

weapons trafficking, organised crime, and environmental crime, etc.).



OECD on Al (2022)

OECDpublishing

OECD FRAMEWORK
FOR THE
CLASSIFICATION
OF Al SYSTEMS

OECD DIGITAL ECONOMY
PAPERS

2022 No. 323

ederal Ministry

OECDpublishing

INITIAL POLICY
CONSIDERATIONS
FOR GENERATIVE
ARTIFICIAL

INTELLIGENCE

OECD ARTIFICIAL
INTELLIGENCE PAPERS

September 2023 No. 1

)

Recommendation of the Council on , ‘

Artificial Intelligenc




OECD on Al (2022)

BUILD PHASE:
An Al system is a machine-based system, that

Al SYSTEM

_ AIMODEL
. s mmomse

o

- for explicit or implicit objectives
- infers, from the input it receives
- How to generate outputs such as predictions, content, recommendations, or decisions




OECD on Al (2022)

USE PHASE (once the model is built):
An Al system is a machine-based system, that

e Al SYSTEM
-
i : "x_.
1 = i .mi;. llﬁﬁﬂ 5E

- for explicit or implicit objectives

- infers, from the input it receives

- How to generate outputs such as predictions, content, recommendations, or decisions
- that [can] influence physical or virtual environments;

Different Al systems vary in their levels of autonomy and adaptiveness [after deployment].




OECD on Al (2022)

* CDEP (the Committee on Digital Economy Policy) under DSTI (the
Directorate for Science, Technology and Innovation) of OECD ...

* Distinguishes Al ethics from ethics of Al.
* Build phase
= Ethics for Al builders = Al ethics

* Use phase

= Ethics for Al users = ethics for Al

ﬁ



5 recommendations for governments

1. Facilitate public and private investment in research & development to spur
innovation in trustworthy Al.

2. Foster accessible Al ecosystems with digital infrastructure and technologies
and mechanisms to share data and knowledge.

3. Ensure a policy environment that will open the way to deployment of
trustworthy Al systems.

4. Empower people with the skills for Al and support workers for a fair
transition.

5. Co-operate across borders and sectors to progress on responsible

stewardship of trustworthy Al. ﬁ



OECD Al peinciple countries

I OECD members G20 principles, based on OECD

‘i ; h
- Adherents Singapore is an adherent =
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PIPC (Personal Information Protection Commission)

June 2023

Al and Data
Privacy
Conference
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“One Al, Many Laws: Privacy’s Lessons for Al Globalization™
WHX: Anupam Chander (Professor, Georgetown Law Center)
[E E]
ZISHTE: Bl R (SHUTHEND W)
2T} -
[10:15 = NIES 0 EBH:

Evelyn Miller (Vice President, Meta)
Christopher Hoff (Assistant General Col
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MSIT (Ministry of Science and ICT)

* February 2022

* 10 guidelines for
Al ethics

Transparency Safeguarding human right

[explainability, precautions and information provided [human centeredness, guarantee of human rights
in advance about the workings of Al] and freedom, human-centered services]

Safety Protection of privacy
[prevention of potential danger, [privacy protection, minimization
safety guarantee] RESPECt for of personal Information misuse]

Human Dignity

Accountability Respect for diversity
learly defined sibiliti H diversity, t
e bla skt Humanity it s s
of bias and discrimination]

Common Good  ProperUse
of Society of Technology

Data management Prevention of harm

[prohibition of unintended use, N [non-Infringement, uses for purposes
minimization of data bias, » that pose no harm to people]
quality and risk management| \ ’
Solidarity Public good
[solidarity among groups, stakeholder participation [promotion of public good, benefit of the common good

guarantee, global cooperation] of humanity, maximization of Al's positive iImpact, education]
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Korea Communications Commision

Generative AI

& Humans:

Possibilities and Limits of Cooperation and Conflict

* December 2023

The 5th International Conference

e The 5th International Conference . L
on EthiCS Of the Intelligent 2023I[§§Eikl§;lf-]lI}Eﬁiﬂlﬁﬁiﬂﬁ
Information Society

ZASCIRI CHRICIAN0S) | 2212 aAlRF A2

Generative Al and The Era of Al The Challenges and Responsible Al
Human Psychology Opportunities of

* Co-organized with KISDI (Korea - -

° ° & u : h
Information Society Development ey €& 5 _,
L4 S. SW Yongjun ;IJI'H] i y Hwaranibee'

I n St I t u te) i S ety =
“ MH7|ZE 2023.11,10.~12.01,

2812l AFHAIA https:flevent-uskr/74244

ERIBIEPNN  waEA2IRIE R KISDI RRE A
KISDI AEF! 6179|891 043-531-4260 | TAKS 17181 043-531-4144

ICEI2023 Aj22
Tel +82-2-6959-1417 | Fax +82-2-6008-4031 | E-mail 2023icei@gmail.com

(@ zesusEn  KISDI



MSS (Ministry of MSEs and Startups)

* June 2023

* Minister Young Lee
of MSS invited
OpenAl CEO Sam
Altman for future
investment
opportunities in

Korean startups. __
NEWSs




National Assembly for strengthening the legal platform
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Civil activities

Atojeic
* April 2023

 PSPD (People’s
Solidarity for
Participatory
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Democracy) demands
legislations of Al
regulation to protect
citizen’s security and
basic rights
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Status quo in Korea

* Itis evident that since 2023 various institutions, both public and
private, at various levels and in various social structures in Korea
aware that Al regulation is necessary, even without the EU Al Act
and OECD recommendations.

* However, their efforts and initiatives are separate and independent.

* From government to civil activists should harmonize and
collaborate to figure out the best procedure and the best output for
the society with Al, as we should have to live with Al.

ﬂ



Status quo in Korea

* |f the social consensus or agreement on an emerging technology
cannot catch up with the technology itself, the integrity of the
society may be challenged.

* Emerging technologies are often complex and difficult to
understand, and they can be used in ways that were not anticipated.

* Nevertheless, the innovative contributions to economic growth and
social progress should be promoted and proteched at the same

time.

ﬂ



Status quo in Korea

* As a member country, Korea ought to
comply with the recommendations of
OECD.

* In December 2023, there was an
inofficial discussion meeting between
government officers and IT company
developers.

ﬂ



Status quo in Korea (the December meeting)

* ‘“Government’’ vs “IT industries”

* ‘“OECD recommendations and EU Al Act”’ vs ‘““Legal freedom”’
* ‘““Regulation’ vs “Innovation”

* ‘““Responsibility’’ vs ¢“‘Self discretion”

* ‘““Ethics of Al”’ vs ‘Al ethics”

e “Forusers’ vs ‘““For builders”

ﬂ



Status quo in Korea

* The discussions are on-going while Al advances.
* Atthe moment, no conclusion is a conclusion.
* Parallel conversations without touching points...

* However, the compromise between regulation and innovation
seems, and should be, not impossible.

* From time to time we have such pessimistic predictions on Al as ‘Al
killing humans” which should be carefully avoided.

ﬁ



Thank you so much for your
attention
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