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High Energy Photon Source (HEPS)

e New light source in China — High energy, high brightness
e Located in Beijing - about 80KM from IHEP

« Officially approved in Dec. 2017
e The construction was started in the middle of 2019

e The whole project will be finished in mid-2025

Main parameters Unit Value
Beam energy GeV 6
Circumference m 1360.4
Emittance pm-rad <60
Brightness phs/s/mm2/mrad?/0.1%BW | >1x1022
Beam current mA 200
Injection Top-up = . - o T 3

_Beijing” o
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Beamlines in HEPS phase |

Microfocusing X-Ray Protein Crystallography-1D02 ID30-Transmission X-Ray Microscopic Beamline
Beamline
ID21
Low-Dimensional Structure Probe Beamline-ID05 ID31-High Pressure Beamline
Engineering Materials Beamline-ID07 ID33-Hard X-Ray High Resolution Spectroscopy
Beamline

Hard X-Ray Coherent Scattering Beamline-ID09 BM44-Tender X-Ray Beamline

Pink Beam SAXS Beamline-ID08 ID41-High Resolution Nanoscale Electronic Structure
Spectroscopy Beamline

Hard X-Ray Nanoprobe Multimodal Imaging-ID19 ID42-Optics Test Beamline
Beamline
Hard X-Ray Imaging Beamline-ID21 ID46-X-Ray Absorption Spectroscopy Beamline

Structural Dynamics Beamline-ID23

Beamlines Layout in HEPS phase |

14 public beamlines + 1 optics test beamline

D07 ~
ID0g 1D09 ’ HEPS‘EII-%-'TE:ES%GJRCE

14 public beamlines + 1 optics test beamline in Phase |

Can accommodate over 90 beamlines in total

IHEPCC & HEPSCC ‘




Progress of the HEPS project

HEPS SEA SRS

O The construction of the civil structure completed. Now |———

at the equipment installation stage

O 2023.01, HEPS booster installation completed

0O 2023 'OZ' Start installation of storage ring = e o= bk ;FW Em
ooster Energy

O 2023.03, HEPS achieved the first electron beam TTTTTIT ==
accelerated to 500 MeV

O 2023.11, HEPS electron beam ramped up to 6 GeV - Sl S
O 1st SR X-ray to be emitted in 2024

.

HEPS LINAC
Beam Energy 500 MeV

Bunch Charge 2 . 6 1 n C

Trans. Efficiency 94 %

20238550
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2. Demand and Challenges of scientific data and
software system
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Data Challenges

O Increased source brightness/ luminosity 10% "
-
. . . O
« More raw data in greater detail and less time _ 102 ¥
O Detector capabilities constantly improving: % 3
. o 18
 Increased dynamic range, faster readout rates, 10
larger pixel arrays ol "
. . ® 1015 v
« Bigger frames, higher frame rates £ &
- => more raw data £ 107
7 5
o i
S 100
ol
R 06| _
I N N A R BN

1900 1920 1940 1960 1980 2000 2020
FE

Development of synchrotron radiation

b ol T S, — T i ‘ .MQ& = )
light source
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Data Challenges

O >200 petabytes of raw data per year for Phase ~_Data volume of HEPS Phase | Beamlines:
1 . Burst output Average output
| of HEPS (15 beamlines) Beamlines g 5 (ng/day)p
O More than 90 beamlines volume in total Engineering Materials 600.00 200.00
O Data VOlumeS to reaCh exabytes in the near Hard X-ray Multi—z.analytical Nanoprobe 500.00 200.00
Structural Dynamics 8.00 3.00
future ,
| Hard X-ray Coherent Scattering 10.00 3.00
wh; Big Data sizes @ u Hard X-ray High Energy Resolution Spec. 10.00 1.00
z : High Pressure 2.00 1.00
N iy Hard X-Ray Imaging 1000.00 250.00
ain  Tikeems | X-ray Absorption Spectroscopy 80.00 10.00
% - Low-Dimension Structure Probe 20.00 5.00
E r siikboly m-s = e | Biological Macromolecule Microfocus 35.00 10.00
Lon S4KPBY :‘;kjg’g) . Lokpaly 12“3'35 nzoi i d 133%33:%’32"1 dta i IZQ e pink SAXS 400.00 50.00
j— .&émpw_ — :mne_m?my_i?;oif"é‘.’f?&i — = ";‘:'C”r;g;% e W'V—HL'LHCMC—I High Res. Nanoscale Elec. Struc. Spec. 1.00 0.20
. ity - (J,Jéﬁ’aﬁ"difﬁéz?féipi‘iiimezPB‘: GSR,,iCS,m.n.m/P:P: LHC:UtP:o o Tender X-ray beamline 10.00 1.00
10 (2x0) oLucaciissa(2023)  Transmission X-ray Microscope 25.00 11.20
“data sources B Test beamline 1000.00 60.00

HEPS Phase |

Total average: 805



Data Challenges

O New and more complex
experiments

O Multi-modal experiments
require combining data from
multiple samples, techniques,
and facilities

O In situ and in operando
experiments require real-time
feedback and autonomous

Ptychography

control o
O Data throughput and volume
vary greatly with experiments
and scientific goals |
: : o Y B
O New users from a wide variety SEER  Twa 75, o - p{f,?ﬁography
— P

of backgrounds and domains i1l

undulator monochromator Kirkpatrick-Baez mirrors

slit
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Data Challenges

O Analysis and management of large datasets at advanced scientific facilities is
becoming progressively more challenging
O Development and integration of advanced analysis and management tools is needed
« Provide storage, organization and management of massive scientific data
« During the experiment, provide real-time analysis and fast feedback to guide the
experiment steering and optimize the data acquisition
« After the experiment, process the massive offline data, accelerate the scientific
discovery
« Provide the scalable distributed heterogeneous computing power, meet the

diverse computing requirements of different scientific goals

« Make things easy and faster for users

IHEPCC & HEPSCC 10
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3. The architecture and design of the framework
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Full data lifecycle software system

Propose & Control & Data : Nt SCIE Data analysis Data access
. : L time/fast management :
Preparation Operation Acquisition : & processing & share
analysis & storage

Full chain, full life cycle, automation

* * *

Software framework and system for the full life cycle of advanced light source
o Scientific Scientific
Control and data acquisition Data analysis software software algorithm algorithm A

| l |

software framework framework el Development of scientific software |
I and algorithm

Data management and service software framework

O Software framework and system for the full data life cycle of advanced light source
O Implement the tracking and management of scientific data throughout the entire process

O Support the development of new advanced data analysis methods, as well as the integration of
existing software into the framework

O Designed for light source at first, but also suitable for other facilities

IHEPCC & HEPSCC ‘ 12



Data analysis software framework—Daisy

®_ o Ul Common Specific Workflow Web
.&. UI/IDE interface manage platform
~ Scripts CLI  SDK jupyter
J ’
ﬂ L F’ ’O\
Streaming
data [ H _bo/
B, Q/ oaey
kernel
e, = JZ -
JUF::/er openstack kubernetes Spark -=EE=EE=-5.urm
5 B . B . B
S Computing
Raw data ﬂ]]ﬂTl]]] r t@[’ . . facility

Fast
feedback

Visualization
component

| Cutting edge

algorithm &
APP

‘g La wCT
Wistelogy W
sk per

+

@

® Kernel of the framework

® Derivative technology modules to
meet the data processing
requirements of advanced scientific
facilities
B Data object management module for
high-throughput data 1/0, multimodal

data exchange, and multi-source data
access.

m Scalable cluster computing power
support for data processing with
different scales, different throughputs,
and low latency

B Interface and developing environment
for scientific software integration and
development

® Domain specific App and flexible
general workflow management
system based on the framework

IHEPCC & HEPSCC ‘ 13




Kernel of the Daisy framework

~ Workflow
Extract domain models independent from technology, and establish y Engine
relationships between models to form a domain architecture —

Four core modules are provided:

® Algorithm: The smallest unit in framework, defining
the domain model, basic data processing module,
support integration of third-party libraries.

® Workflow: Defines the domain architecture, execute : .
Algorithms Workflow Engine

processing tasks by calling a series of algorithms, e Input Data Processing e Handle Data Store
su pportlng nestlng. ® Output Data Defined ® Running Time Management

® Workflow Engine: Manages the runtime
environment and the distribution of the algorithm
modules. Uncouple the process task from the
computing environment.

® Datastore: Manages the creation and transmission

Business Domaiy

®Algorithms
®Workflow

Running Time

®Data Store

of data objects between algorithms. Workflow
® A sequence of Algorithm Data Storg
® Workflow is also an algorithm ® Data Object Management

IHEPCC & HEPSCC ‘ 14
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4. The recent Progress of the system
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Daisy graphical user interface

™ Daisy Workbench Help = 0
File View Interfaces Help Integration
Workspaces . @0 IPython @ System Memory Usage @®
Load Delete Cled MaxMin ¢ In [4]: load start:tooth =
PYFAI calib P | B | Options | 5rkflow: LoadHDFS. config 1.72/62.76 GB (2%)
Sort Save rt Dasiy algorithms, numg igigzpi?ha’hzi?% ri!ath
XRF Batch Fittin P 1te: /root/tooth. Plots @®
9 api "”ﬂPOrt % workflow:LoadHDF5.execute Sl Hide clica
name Spectra Matching rt matplotlib.pypl 3NF0: Load data /exchange/
. J ¥ ¥ sm—m——" P——
== um as | = 00th L
~ daisyworkbench — [m] X Py  tooth I
1 2 - #ée€>I Q=W r
! Plot Name
2 [27008.75 ... [27098.75 ...
{tion Plot w2 X
3 [27051.75 ... [26986.25 ... |
® 7 X
4 ([27192.75.. ([271075 ..
5 [27208. .. [27020.25 ... B ’[
J
6 [27181.75.. [26995. ... ‘
7 |[27100. ..  [270335 ... ‘ ‘ )
|
8 [26869.75 ... [27169.25 ... m - 6(1)0 ; I ; {-‘ :
N 9 [27142.25 ... [26977.75 ...
Algorithms bxecut I
. 10 ([27407.75 ... [272825 ... ~ fd h f
Excute AlgMatrixTranspuse S Lt batiteidiiiid
~ Daisy = A
LoadHDFS .011373519897460938s
LoadTIrs QC plication:::exec: The event loop
SaveHDF5 is G o SR =
SaveH5VDS | < = =
TEaE S

= Logout

2, "7 Jjupyterhub +ome huy

RIS HERIEFZR

CT 3D reconstruction
CT 3D reconstruction service based on tomopy.

@]
alphafold-with-40g
alphafold-with-40g

O
cumopy
cumopy

gr=eirn

Daisy workbench:

« General-purpose GUI based on PyQt5
« Include data object list, algorithm list, data view/visualization,

and IDE for d
« Interfaces of

Web data analysis platform:

« Based on the jupyterlab ecosystem
« Container encapsulates the computing
environment

« Scalable computi
« Terminal and

IHEPCC & HEPSCC ‘ 16



Application for Pair distribution function(PDF)

« Serve for total scattering experiment, rapid and highly automatable ) Localstuchne
pipeline from raw data to pair distribution functions |

« Developed PDFHEPS python package, integrated several X-ray
scattering scientific software, such as PyFai, PDFgetX3 and
LiquidDiffract

« Web GUI is provided for interactive data processing and visualization

9
Workflow o Daisy-PDF% Web GUI

@ A
7 | Integrated 1D data |

integrate transform % pipeline

Al i L1 Y 1
] Lo - 7 "2
) . I | R
Scatte ring vector: 5(Q)—-1= I( Q)z — Q Data:| , /opt/jupyter_app_launcher/entries/PDFgui/figs | OUtpUt: ) Same Path asData
- ) NP ()
Q = 4mwsin(0)/ A\ e ~
A o) F(Q)=Q[s(Q)-1] » Data Files Filter & Preview

g jp:)r: PONI: Jopt/jupyter_app_launcher/entries/PDFgui/figs PDF_CFG: [opt/jupyter_app_launcher/entries/PDFgui/figs

Intensity (a. u.)

)

F(A

X-ray

i |Structure Function l

- : 2 - " : . N » Extra settings for integration...
0 2 4 6 8 10 12 14 16 18
QA ) Qmax » Extra settings for transform...
G(r) = (2/x) / F(Q)sin(Qr)dQ

'result plots to show'

(© A Results: svg plots

Neutron PDF

tg‘ TOF Six Bank Detectors 1 PDFgetXN3 package

0 20 40 60 80 100
r (A) © Copyright 2019-2023 IHEP-CC & HEPS-CC & IHEP-PAPS, CAS.

https://hepscompute.ihep.ac.cn/ IHEPCC & HEPSCC




Al-based application for biological macromolecule

o? . J —
o's Daisy-BMX &
| h k I FreeR_flag F SIGF
ik e et 0 2 16 6 34483 270 HEPS-BA Home + Data Collection Detail
aiats _m°;°’.“. 0 2 18 7 31091 250 From: m/dd/yyyy O - To: m /dd/yyyy O
", .‘ 5 i x I I S I 0 2 20 18 134860 9.25 Data name | Space group 1 a ! b I < J a J B l Y OscWidth Frames Resolution | Inner Rmeas Outer Rmeas 1 Rmeas I
et 0 2 22 10 24174 258 8fsu P11 2 99.91 | 155.73 58.75 98 98 98 8.1 1808 3.08 8.825 1.129 8.863 -2
i DI LS = pucka-14 1 |P 6322 85.35 | 85.35 186.76 98 %8 128 8.5 1448 2.89 8.864 1.295 8.142 a.
A 0 2 24 15 54476 3.99
. Sot Cysle-
d 0 2 26 14 1163.75 8.00
autOP ROC HEPS-BA Home Data Collection  Detail
0 2 28 17 351.58 3.45
|sfBu@  ffull/path/tojthe/sample/file.n5 Collected at: 2022-12-08 16:34:07
- - Sample 88y Exposuretime  0.050s
Real-time data processing
Omegastart  0.000° i i h
Osc. width ujcu‘ Resolution 2 !‘” """Iﬁ.\_‘ L
Omega range  180.000°

w No.of images 1800 images
AlphaFold 2.0 J 3N J -I:Iw Phase

nature Science | (3% m‘m I % optimization and

m od el refi n e %D5 DIALS. ADS_XIAZ DIALS XIA2 autePROC

Structure prediction based on AIphaFoIdZ 1 ————

A -1.09 -168 N/A

Structure o
. Shell Resolution Observations  Unique Rmeas Yoll)  €Ciaf2) € iplicity Anomc iplicity  CC_Anom
_ trul ng InnerShell 48.17- L87 353464 67619 0.186 a7 0.998 1.8 53 80.1 26 -0.078
Qutershell 7-8.35 5305 987 0,038 38,7 0,999 93.5 64 995 3.8 -0.448
ba Sed o n AI Overall  1.82- 1.87 2032 1589 0955 0.8 -0.102 28.5 3 4.4 0.094

« Serve for structure reconstruction of biological macromolecule. Automatic %;@gg
pipeline from diffraction to macromolecule structure o

«  Web GUI offering real-time data processing status monitoring and result query

« Based on alphafold?2, the success rate and accuracy of macromolecular structure
reconstruction get improved

https://hepscompute.ihep.ac.cn/




Application for X-ray ptychography

« For coherent X-ray Imaging. Supports various phase retrieval algorithms
such as ePIE and DM

« Supports multi-GPU parallel processing for large-scale data. Migration -
on Rocm GPU are also in progress < >

« A fast phase recovery algorithm(W1-Net) based on Al is developed,
which is 500 times faster than the traditional method

« W1-Net will be used to optimize the DAQ

HepsPtycho Al & Multi-GPU

Vers

Daisy Software Te

A

GPU FH{THHM:
B

AR RIERREL:

ePIE £

S T e e TS
2 2 e st £ E £ 2 28 ¢
5 5 2 &
= 28 53g288 %@ 8 5 55 88 &
- S BN
-
. | - > ¢
e B e L R e "o
PSS EEEL2E 228 £ 22 28 @
2 28838853588 288 88BS8 B8 &
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Workflow management system

For flexible and general data process task
GUI support interactive workflow creating, import, export and operation monitoring
Follow the Common Workflow Language(CWL) standard
Daisy workflow: automatically parsing algorithms into nodes, execute, monitor, visualization
Common workflow: create nodes for script commands, can execute on multiple CWL platforms

eoe
Load Save Clear Workflow

Algorithm
Create  AlgMatrixTranspase

AlgMatrixTranspose
AlgNormalisation
AlgPyFailntegrate1DAzimuthal
AlgPyFailntegrate1DRadial
AlgPyFailntegrate2D
AlgPyFaiReconstruct
AlgSubtract2DBackground
AlgThresholdMask

LoadEdf

LoadHDF5

LoadPoni

SaveHDFS
SavePyFailntegrateRes

Message
test/cali-Omask-test ed”, "autput_dataobj"
s

LoadEdf run successfully

start run LoadPori

start run {"inputfile_name*: “/Usersflixinshan/
PycharmProjectsfdata_visualization/test_datal
test/cali-OY/cali-test.poni", “output_dataobj":
ey

LoadPoni run successfully
start run AlgPyFaiReconstruct

start run {"delta_dummy™: null, "dummy®”: -10,
*input_dataobj ‘mask_dataobj": *2",
*output_dataobj": "4"]
MgPyFaiReconstruct run successfully
start run AlgPyFailntegrate20

start run {"azimuthRange"
*4", "integrator_datachj":
d": 500, "output_data 3
izationFactor*: 1.0, “radialRange: null,

a1
AlgPyFailntegrateZO run successfully
Res

start run SavePyFailnte

5",
"integrator_dataobj": "2", "outputfile_name": *|
Usersflixinshan/PycharmProjects/
data_uisualization/test_datajtest/call-01f
test2.edf”]

SavePyFailntegrateRes run successfully

LoadEd!

inputfile_nam _13.45keV.edf Load

output_da

inputfile

output_da

outp

tackj 1

LoadEdf 1
ame iali-0/mask-test.edf Load

bj 2

LoadPoni
Inputfile_name caii-01/cali-test poni Load

output_dataobj

output_dataobj

output_dataob]

datao]
mask_datackj

AlgeyFailntegrate2!

input_datachj
integrator_dataobj

unit

yFailntegrateRes
input_dataob] input_d
integrator_dataob]

outputfile_name |

qnm v

output_dataobj

output_dataohj

Load Save Clear

Data Search

Search

segmentation

save
Load

Daisy

Cn d d

Base
label
requirements
doc
success_codes
base_command
Inputs
# 2

id label

doc type default

Outputs

+ -

id label

doc type param

Create Close
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Data 1/0 optimization

« 1/O is the bottleneck. Employ asynchronous parallel, distributed memory, adaptive storage parameters
and compression to optimize the I/O

« For real time, high throughput data process task, the streaming data process method is employed to
avoid disk data 1/0 delay

« Verified in fluorescence and spectral data processing pipeline
« Unified I/O interface to shield the difference of underlying architecture and data structure

Daisy Data engine

Experiment & Data Normalize  Distributed memory
xperimen Flink assemble d data
data stream A @mme,
. He Data Parse ALLUXIO
interface @ Worker
el I ——— R 4 TOx
Post-process Reconstruction Pre-process -
0.16% 3.64% 7% Write disk
o ) ) DAQ Distributed High performance Real-time
CT data Processing time ratio storage analysis system feedback system
IHEPCC & HEPSCC 21




Distributed data processing support

« A single dataset of HEPS imaging experiment will reach the TB o |
scale |

task
1

« Scientists expect data processing time at the scale of DAQ time

« A distributed data processing system is designed and developing :

Parse
workflow

« Support heterogeneous distributed computing power

Submit
task

* Provide a unified flexible programming interface API for
computing models, to reduce the complexity of parallel
programming

Task | -

Compute Engine N

s (O HH

FPGA server

Heterogeneous
computing
cluster

Under development

« Two layer distributed computing task scheduler to achieve better ﬂ]]ﬂl]ﬂ]] b
efficiency
Detector Projections L Daily data | Annual data
Mode . Frame rate Data rate | Dataset (TB) |Acquisition time
pixel number (TB/d) (PB/y)

Powder CT 6kx6k |19fps@16bit 6k 1.08 GB/s 0.432 6.3 min. 78 9.4
High voxel CT | 28kx10k | 2pfs@16bit 28k 1.1 GB/s 15.68 240 min. 87 10.4
Fast CT 5kx4k [595fps@8bit 5k 1.7 GB/s 0.1 1 min. 98 5.9

Processing time

30
20
10

0

IHEPCC & HEPSCC ‘ 22
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Support for developers and users

SPHINX

Version control

Python Documentation Generator

« Git for version control, Gitlab hosted project
code, connected CI/CD

Runtime environment

®

A

GitLab docker

« Container packages the
foundational runtime environment

« Harbor manages container images

« CVMEFS deploy the pre-compiled
software

Daisy project

Search this book...

OVERVIEW

Overview of Daisy project

i= Contents

Connect with us

Acknowledgements

Data analysis integrated software

system.

DAISY (Data Analysis Integrated Software System) is a software framework developed using object-

[Tl doi 10.1051/epjconf/202125104020

Architecture v oriented technology and programming languages such as C++ and Python. It was originally designed for
advanced photon source scientific data processing. During its initial design, it was inspired by some of
. DOWNLOAD & INSTALLATION ) . ) ) ) '
Do C u m e ntat I o n the world's leading data processing software projects, including DAWN, a data analysis software
Download and Installation ) ) ) ) . .
developed for the Diamond Light Source in the UK; Mantid, a data analysis software framework
. . USER GUIDES developed for the ISIS neutron and muon source in the UK; EDNA, an online data processing software
[ ] d t t d f th framework developed for European Synchrotron Radiation Facility; and Gaudi, a data processing software
User documentation, guide for the p—— lop pean Sy ¥ processing
framework for high energy physics.
d I Scientific application v
eve O p e r DEVELOPMENT The aim of DAISY was to create a versatile and highly extensible basic software architecture. It integrates
various methodological algorithms and tools, abstracting away the complexity of the computational
. Development environment v hitect A the di ity of i This f « d i A simol
architecture and the diversity of computing resources. This framework provides a uniform and simple
. Based on Jupyterbook, Sph .
a S e 0 n u e r O O /i I nX I geriehm v interface for higher-level application software and users, with additional development of generic
Workflow h components, including desktop tools for data visualisation and analysis, aimed at fostering a rich and
re a d t h e d o C S Scientific application v thriving software ecosystem.
CITING & CONTRIBUTION & N . . . . . .
. CONTACT This documentation is organized into a few major sections.
- D te d mentat from e
oxXygen generate aocumentation 1ro 2 Resdthe Do s « Overview An overview of Daisy project

source code

https://daisy.ihep.ac.cn/
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Support for developers and users

Continuous integration, delivery, deployment
(C1/CD) for software development

« Automated pipeline for software integration,
building, test, delivery and deploy

« Continuous monitoring for each
stage throughout the lifecycle of software

« Continuous testing to ensure the quality of
the codes

« Enables incremental code changes from
developers to be delivered quickly and
reliably to production

« Based on gitlab, Jeckins, Pytest, PyUnit, and
Allure. Some modules are already in
production

Integrated Development Continuous integration Continuous delivery Continuous deployment
Environment (Cl) (CD) (CD)
( 9 Develo
per
.‘ Container
lCommit )
Vlersion  |ntegrate Integrated tool Delivery : Deploy ; _
b Spinnaker /;h}_ { Beamline
D nalingh
Submit e Delivery tool =
JFrog B
A_A Code Storage artifact
\ repository

@ Test @ Test @ Test

Automated Testing Framework
|

v ' v '
Basic test ——— — Custom component ——— Management «— Statistics
Unit test Interface test Abstract method
Test template Results storage
Performance test Running test Component template
Script generation Visualization
Distributed test Deployment test Decorator method

Jenkins

‘ Daisy-mutilbranch 3¢

IHEPCC & HEPSCC ‘ pL



Application of Daisy in space astronomy

Possible application scenarios
« Data processing, analysis, and product generation
« Detector simulation, observation simulation

 Integrate existing software resources to form
common software packages

Web based HXMT data processing platform
« Based on Jupyterlab, Docker, K8s

« Provide data processing environment and
services via web browser

Svom and eXTP data processing software
based on Daisy are also in processing

 Integrated the I/O algorithms of fits files

« Some data product generation algorithms
have been integrated into the Daisy
framework

Plan to support the new observation plan of
HXMT with new algorithm and workflow

@ HXMT web data analysis platform/REEE web BIESZIFEE

IHEPCC & HEPSCC ‘ 25




HEPS CC system integration/Test bed/Production

Set up testbed, integrate full data lifecycle software systems to verify the system interfaces, run in

the real experimental environment, move to production gradually.

2 3
Oct, 2020, BSRF TW1A July, 2021, BSRF-3W1 test beamline July, 2023, BSRF 4W1B/1TW1A/4W1A
Simple verification of the data management system - Network bandwidth updated to 10Gb/s Running in production environment
« Network bandwidth is 1Gb . i :
. ndwidth is /s Beamline storage & Central storage: 80TB . Network bandwidth updated to 25Gb/s

« Beamline storage: 2TB NAS, Dell EMC NX3240, disk array, Lustre file system

NFS file system + Integrate MAMBA, DMS, Daisy, + Beamline storage: Huawei Ocean Store 9950
+ Central storage: 80TB disk array, Lustre file i

J Y computing system + Central storage: 80TB disk array, Lustre file system

system
« Metadata ingest, catalogue, data transfer, data + Follow real experiment process, provide Pymca,

service HEPSCT to do analyzing

i =

e T =

| i

Data acquisition Analysis framework Interface CT reconstruction Integration test at BSRF




Outline

5. Summary
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Summary

®The system design has been finished

® Cooperation with other facilities and community is ongoing

@®The basic framework has been stable and tested on the test bed

®Based on the framework, scientific software integration and application
development are ongoing

®The development of scientific software ecosystem also needs the support
and participation of user community

https://daisy.ihep.ac.cn/

IHEPCC & HEPSCC ‘ 28
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