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❑ National Research Infrastructure 
funded by National Research 
Foundation (NRF) 

❑ National high performance computing 
(HPC) resource open to all Singapore 
researchers from IHLs, Research 
Institutes and industry

❑ Set-up in 2015 

❑ HPC is an indispensable resource in 
key research areas like genomics, 
climate research, AI, materials science, 
etc.

❑ Funded by NRF and administered by 
A*STAR

NSCC 
Introduction



❑ Upgrading Infrastructure 
• From ASPIRE 2A to ASPIRE 2A+ and ASPIRE 2B 

❑ Connecting Singapore Research with the World
• Our links and connectivity in partnership with SingAREN 

❑ Growing Local HPC Community & Int’l Collaboration
• e.g. Installation of CHROMA @SingHealth, Prescience @NUHS

Singapore upgrades HPC Infrastructure
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BEYONDPREVIOUS –
ASPIRE 1 

~10-20 PFLOPS 
Capacity

Note: Floating-point operations per second, or FLOPS, is a 
measure of compute performance or how quickly and effectively 
a computer works. P or peta (used in units of measurement) 
denotes a factor of 1015. The Top 500 supercomputers today are 
minimally in the PFLOPS range.

Add-on Systems 
(ASPIRE 1+)

• AI.Platform (6 x DGX-1)
• 1,000 cores HTC 

System
• Koppen - 160 TFLOPS 

Cray XC-50, Climate 
System 

Awarded - 27 April 2021 
(ASPIRE 2A)

• 3.33PF GPU,  2.58PF 
CPU compute power

• 7x more powerful 
than current 
ASPIRE1 

CURRENT –
ASPIRE 2A

1 PFLOP (2016) to 10-20 PFLOPS (2025)



Some of Our Local and 
International Partners

National HPC Support for Local Research  
• Research Projects on ASPIRE 1
• Resources provided to date (c.2016-2023):

• Research Projects on ASPIRE 2A
• Resources provided from 2023:

USERS HOSTED10,000CPU/GPU 
HOURS 
PROVIDED3.5B PROJECTS SUPPORTED>1,700

DEMOCRATISING ACCESS TO RESOURCES

USERS HOSTED4,400CPU/GPU 
HOURS 
PROVIDED400M PROJECTS SUPPORTED500



Nurturing HPC in education and helping upskill professionals in Singapore

NSCC’s new partnership with 
educational institutes and professional 
bodies to leverage Singapore’s national 
supercomputer for student education 
and upskilling of professionals to 
support future jobs in areas such as 
HPC, AI, data science and analytics, 
and advanced simulation and modelling.

Areas of collaboration include:
• New HPC curriculum development
• Training courses and workshops 
• Student competitions to nurture 

interest and build HPC capability 

Signing ceremony at SCA23 conference in Singapore, 27 Feb – 2 Mar 2023

DEMOCRATISING ACCESS TO RESOURCES



Singapore HPC and 
quantum computing 

The National Quantum Computing Hub (NQCH) is a joint initiative 
of the NUS Centre for Quantum Technologies (CQT), A*STAR 
Institute of High Performance Computing (IHPC) and NSCC

Researchers at CQT and IHPC will 
develop quantum computing 
hardware and middleware. 

NSCC Singapore will host a 
quantum computing facility 

and provide the 
supercomputing power needed 

to develop and train the 
algorithms that could eventually 
be used on quantum computers. 

Growing the Singapore HPC Community



Support for international data intensive research
Project Call for Singapore-Japan HPC resources

• Call for Fugaku Projects via NSCC –
Collaboration with RIST
Singapore researchers have unique access to 
Japan’s mighty Fugaku supercomputer since 2021 in 
a collaboration between NSCC, Research 
Organization for Information Science and Technology 
(RIST) and RIKEN Center for Computational Science 
(R-CCS). 

ACCESS TO

FUGAKU
JAPAN’S TOP 
SUPERCOMPUTER

NODE 
HOURS2,000,000RESEARCH 

PROJECTS10

Promoting and facilitating international research data transfers

• New collaboration provides faster access to 
the Protein Data Bank for Asian / Oceania 
region researchers 
San Diego Supercomputing Center (SDSC) and Singapore 
Advanced Research and Education Network (SingAREN) 
signed MoU at SCA23 event to facilitate Open Science Data 
Federation and a cache server of the Research Collaboratory 
for Structural Bioinformatics Protein Data Bank (RCSB PDB) 
for regional researchers.

• Data Mover Challenge (DMC) 2023 
The DMC a biennial competition that bring together experts 
from industry and academia in a bid to test their software and 
solutions for transferring huge amounts of research data. 
Winners of the DMC 2023 was invited to share their solutions 
at the SCA24 conference. 
https://www.nscc.sg/data-mover-challenge-2023

SDSC-SingAREN MOU Data Mover Challenge 2023

DEMOCRATISING ACCESS TO RESOURCES

https://www.nscc.sg/data-mover-challenge-2023


❑ NSCC supercomputer was vital in providing the 
compute power needed to resolve and complete 
the climate simulations and models for V3

❑ HPC power allowed high resolution simulations, 
more accurate climate forecast models 

❑ Allowed researchers to perform a total of ~2000 
model years of dynamical downscaling 
simulations covering almost entire SEA at 8 km 
resolution and

❑ V3’s climate change forecasts are set to impact 
ministry and agency planning and policy for the 
future in building environmental sustainability 
and resilience

Singapore's 3rd National 
Climate Change Study (V3) 



NUHS RUSSELL-GPT
NUHS artificial intelligence (AI) chatbot

How NSCC HPC made RUSSELL-GPT possible
The supercomputing resources provided by 
NSCC allowed NUHS medical researchers to use 
local medical big data to train AI models using 
multiple NVIDIA DGX A100 compute nodes that 
can accommodate the large sizes of LLMs, which 
was previously not possible with single graphical 
processing unit (GPU) systems.

Impact
❏ Synthesizes precise local medical 

knowledge 
❏ Reduces administrative work of 

doctors and nurses



CHROMA @SingHealth
HPC Resources for the Singhealth Community

Capabilities of CHROMA
❏ Strong Compute Power of 1,024 CPU Cores 

(AMD EPYC Processors)
❏ Fast GPU-Accelerated Computing using 

NVIDIA DGX-A100, 320GB GPU RAM
❏ High throughput, low latency via InfiniBand, 

up to 200Gb/s
❏ Fast storage of up to 3,000,000 IOPS

Impact
❏ Provide HPC resources to SingHealth
❏ Facilitate research activities 
❏ Enables training of AI models for large-

scale, complex research, risk of disease 
predictions and personalised medicine.

Source: SingHealth

Source: Straits Times



❑ HPC is critical in biomedical research and a 
growing resource in healthcare

❑ NSCC collaborated with NUHS and 
SingHealth to install two edge 
supercomputer systems

❑ CHROMA @ SingHealth enables the 
training of AI models and algorithms for 
large-scale complex research, risk of 
disease predictions and personalised 
medicine.

❑ Prescience @ NUHS enables the NUHS 
RUSSELL-GPT that boosts the productivity 
of healthcare professionals and aids 
clinicians in their work as well as SMILE AI 
which involves smart monitoring and 
intelligent learning aimed at enhancing oral 
healthcare. 

Building Up Tier 
2 Systems



Thank 
You

Email: contact@nscc.sg


