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RHIC Experiment data directly go to tape storage (primary) 

Disk cache 

STAR 
Detector 

    High Throughput Data Archiving 

PHENIX 
Detector 

RHIC detectors: 



ATLAS Experiment data goes to dCache and then send to 
tape storage. 

Disk cache 

    High Throughput Data Archiving 

dCache 



 
Provides permanent data storage for all RHIC experiment 

•  STAR, PHENIX,PHOBOS and BRAHMS 
•  RAW and DST 
•  User Data (No Personal data, no PII allowed) 

Archival Storage  

Serves as LHC ATLAS Tier-1 for the US  
•  Secondary data storage for fraction of data (~23%). 

Serves as Belle-2 Tier-1 (New)  

Archival storage for C-AD Operational Logger Data 



    Archived Data 
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~113.4 PB 



    Mass Storage on Tape 



Retrieving data on demand 

Disk cache 

    High Throughput Data Archiving 

Data processing 

•  dCache 
•  Data Carousel 
•  BNLBox 



    Tape Storage - Usage 

Tape Usages 
In 2017 

20.8 PB 

24.8 PB 

Archived to tape: 
19,412,702 files – Average 53,185 files/day 
20.8 PB – Average 58.4 TB / day 

 
Restored from tape: 

11,693,141 files - Average 32,036 files/day,  
24.8 PB - Average  69.5 TB/day 



•  Instead of hardware RAID’s, we have deployed many SAS JBOD 
systems that cost approximately 50% less than hardware RAID’s. 

•  The JBOD’s were configured as RAID-6 using MDADM (RedHat 7 
or RedHat 6). 

•  The JBOD’s were configured with  redundant SAS HBA 
connections (12 Gbit X 4 channels) using Multipath drivers for 
failover. 

   JBOD Management 



Drive failure…  
•   Control LED on slot 28 

sg_ses --index 28 --set 2:1:1  /dev/sg6  // enalbe LED 
sg_ses –index -1 –clear 2:1:1 /dev/sg6 // disable all LEDs 
sg_ses -ee|grep “slot”  //3:5:1 amber LED ; 2:1:1 flashy blue LED 

  fault  [Device slot] [3:5:1]  //solid amber LED 
  ident  [Device slot] [2:1:1]      //flashing blue LED 

 
 
 
 
The slots on enclosure starts from 1.  
The slot numbers on sg_ses start from 0. 

•  Use MDADM commands to remove, add and rebuild the disk array 

    JBOD Management 



Besides disk drives, all components on JBOD’s can be 
monitored…  
•  sg_ses -p0x2 /dev/sg6 (enclosure status/control) 

- Query JBOD enclosure for status and control settings 
 

    Monitor components on chassis 



Query Tape Device Usage and errors  
•  Use SCSI command “Log Sense, page 0x14” 

 

    Tape device monitoring… 



    Display tape drive Status 



We can have further discussion if necessary… 
•  Why use Tape? 

•  Reliability, life expectancy, cost…  

•  Advantages and Disadvantages 

•  Why use JBOD? 

•  Cost, scalability, monitoring… 

•  Advantages and Disadvantage 

•  In-house storage VS Cloud 

•  The future of archival storages 

    More discussions?  
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