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Good development practices in scientific
applications

Why?

Scientific/academic software development has similar goals than
professional/commercial software

User satisfaction

Bug-free end-product

Coding environment structured
Seamless release of new features

However, until now, and as far as we know, only few scientific software seem to have a
development policy that would professional good development practices.
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Good development practices in scientific
applications

When?

Several steps of software development must follow good practices:

Code writing (dependencies, comments, etc.)
Code checking (e.g. PEP8)

Code compilation

Code testing (performances, results, etc.)
Coderelease (e.g. SCM)

Documentation
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Good development practices in scientific
applications

How?

Nowadays, plethora of tools, servers, libraries, help users to maintain a good
software development environment

Developer documentation

IDE, style conventions checking tools
Automated deployment

Unit tests, integration tests
Integration with SCM tools
Comments/docstrings scanning tools

Code writing
Code checking
Code compilation
Code testing
Coderelease
Documentation
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DevOps culture for software development

What is the DevOps culture?

- Wikipedia: “... a software engineering culture and practice that aims at unifying
software development (Dev) and software operation (Ops). The main
characteristic of the DevOps movement is to strongly advocate automation and

monitoring at all steps of software construction, from integration, testing,
releasing to deployment...”
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Continuous Integration (Cl)
Continuous Delivery (CD)

Continuous Deployment (CD’)

Vi1 CONTINUOUS INTEGRATION

Continuous
Integration/Delivery/Deployment

Code merged in repository = Automated builds and code tests performed
Cl success = Deploy in testing environments and performs integration tests

CD success = Deploy to production environment (e.g. as a stable release)

CONTINUOUS DELIVERY

AUTOMATIC DEPLOY

APPROVE DEPLOY @

CONTINUOUS DEPLOYMENT

# AUTOMATED -
Q) Y

Source CoNTROL
COMMIT CHANGES
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RUN BUILD AND UNIT TESTS
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STAGING PrODUCTION
DEPLOY TO TEST ENVIRONMENT DEPLOY TO PRODUCTION
RUN INTEGRATION TESTS, LOAD TESTS, AND OTHER TESTS ENVIRONMENT

https;//aws.amazon.com/devops/continuous-integration
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DevOps culture for scientific/academic
software development

- Limited number of contributors = Development/operations often made by the same person/people
- Not all scientists are familiar with best practices in operations

- Reproducibility must be at the core of Science, setting up automated and systematic checking points reduces
chances of results divergence

- Cost of defect solving is reduced if detected early in the software development process

- Allows for faster and more frequent updates, reduces time between algorithms improvement and their
availability for users

- More frequent updates = smaller changes = less risk of disruption in operations

- Automating test/build/stage steps allow to focus on the core development, the algorithm(s)
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\\ DisVis/PowerFit test cases

Bonvin Lab

Prodigy

ADDOCK  CPowerfid

High-Ambiguity Driven Docking

3D-DART




space

Given 2 interacting structures
.- and a set of distance constraints
. . between them, are there any
solutions that satisfy N
constraints?

Restraints -
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search
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Van Zundert and Bonvin, Biolnformatics, 2015



3D structure

2 >
Low-resolution .
density map 6D exhaustive

search

Best Fit of structure in
density map

Van Zundert and Bonvin, AIMS Biophysics, 2015



GRID-enabled web portals

(=] o0 e < in] milou.science.uu.nl o ©

milou.science.uu.nl
DisVis Webserver - PowerFit Webserver o

Home >> DISVIS >> index Home >> POWERFIT >> index

VIS + ERFIT
-enabled web portal -enabled web portal

HADDOCK _ croRT POWERFIT _PRODIGY _30-DART HADDOCK _CPORT _ biswis | POWERFIT | PRODIGY _ 30-DART

About Submit Register Example Help/Manual  Support About Submit Register Example Help/Manual  Support

WELCOME TO THE GRID-ENABLED DISVIS WEBSERVERI >> \6 WELCOME TO THE GRID-ENABLED POWERFIT WEBSERVER! >> R?\ 1
DisVis visualizes the accessible interaction space! \SQ PowerFit fits your 3D structures in any map! \Ne
PowerFit automatically fits high-resolution atomic structures into crv- \?O

B densities.
To this end it performs a full-exhaustive 6-dimensional cross. . e
the atomic structure and the density. It takes as inn. \!

pre-filter and/or a 2 \d
ce-
&) et
Pt so\

and a cryo-EM density with its resolution; A= \\ e

INDIGO - DotaCloud

' ‘
— have registered for an account. If -
IAformation content of distance M@ Bin \ M@ Bin
P 4 r here &
s plexes. .
it determine the number of compleses conssent with the X
i, it outputs the percentage of restraints being violated and a density esi accelarated Grid server eei

ints the center-of-mass position of the scanning chain corresponding to the
lest number of consistent restraints at every position in space.
REFERENCE FOR USE OF THE SERVER

When using the PowerFit server please cite:
DisVis WEBSERVER

REGISTRATION: To use the DisVis server you must have registered for an account. If G.C.P. van Zundert and A.M.J.J, Bonvin (2015)
You do not have an account yet you can register here PowerFit: Quantifying and visualizing accessible interaction space of distance-restrained

biomolecular complexes.

Submit your job to:
your j AIMS Biophysics 2, 73-87.

o DISVIS GPU accelarated Grid server

o DISVIS server Open “milou.science.uu.nl/cgi/enmr/services/POWERFIT/powerfit/” in a new tab
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\\ From web form to GPGPU resources

o

GitHub INDIGO - DataCloud

S » | indigodatacloudapps/disvis
~  udocker
&> docker

indigodatacloudapps/powerfit
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Our continuous delivery
pipeline



GitHub

https://github.com/haddocking/disvis

trigger

@ Jenl(ins https://openstack.cern.ch

New Pull
Request

Feature/fix push
branch

HTTP POST

on success
Code style
PEP8
on success download
ansible-role-disvis-powerfit
Docker power:
image
building | — push
on success jenkins-preview
App
. : execution “\
Review Update build results & exit code [ pull DockerHub
Pull Request jenkins-preview https://hub.docker.com/u/indigodatacloudapps

3 merge
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Step-by-step

Setup

e Githubrepository setup to trigger “webhooks” when certain event occurs (PR, comment on PR,
push, etc.)

e Jenkins server with (1) GitHubPullRequestBuilder (GHPRB) plugin allows to handle webhooks
received from Github and triggers the pipeline, (2) pipeline as set of command-line instructions

Continuous Delivery pipeline (1/2)

Fetch the branch to test (source of the Pull Request)

Run pep8 (pycodestyle, soon to be flake8) for code style checking of the whole project

Build docker images (GPU driver & application) with Ansible roles

Send to indigodatacloudapps (hud.docker.com) with proper tag for testing (not production yet)

HwbdeE
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Step-by-step

Continuous Delivery pipeline (2/2)

5. Execute app on arunning node with GPU capability
6. Validate results with expected values (integration test)

Length of the pipeline: ~7minutes
Deployment

e Feedback sent to Github PR that triggered the pipeline (using GitHub API)
e If needed/wanted, the PR is merged
e Theindigodataclouds docker image gets its tag updated for production
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Jenkins server
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Failed step in Jenkins server

@ Jenkins

Jenkins pipe-apps-disvis

Build Pipeline

-
History
Pipeline #24 app-disvis-codestyle-pipe app-disvis-dockerhub-pipe app-disvis-run
» L3
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INn a nutshell

This pipeline is highly configurable and we are showcasing a test case that might be more
complete:

e Addunit tests in step 2 (as of today, only code style is checked with pep8)

e Also test multi-CPU results (as of today, only the GPU version is checked because more
error-prone and the one used through docker images in production)

e Implements Continuous Deployment where docker images are production-ready

Our short-term view:

e Apply this pipeline to more projects (PDB-tools, HADDOCK-tools, web servers, etc.)
e Improve the feedback loop when a step is failing (remove docker images when
integration tests are failing, provide pipeline output to developer in GitHub, etc.)
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Failed step in GitHub

mtrellet commented 6 days ago Member| +@) o X

run jenkins

Add more commits by pushing to the pep8 branch on haddocking/powerfit.

° All checks have failed Hide all checks

1 failing check

X k4 app-powerfit-pipe — Build finished. Details

This branch has no conflicts with the base branch
Merging can be performed automatically.

Merge pull request v~ | You can also open this in GitHub Desktop or view command line instructions.
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