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ASGC was established to join the 
international collaboration centered 

at CERN to build a platform for 
distributed computing to support e-

Science.

After WWW, CERN decided in 2000 to develop and deploy distributed 
computing to support a new generation of big data driven research. 
Middleware had been developed for geographically distributed cloud 

centers to share resources with applications to particle physics research 
over the past 10 years.

WWW was Invented 
at CERN

By collaborating with 
CERN, we stay in the 

forefront of distributed 
computing.



  

• Total Capacity
• 2MW, 400 tons AHUs
• 99 racks
• ~ 800 m2

• Resources
• 21,000 CPU Cores
• 68,000 CUDA Cores
• 14 PB Disks

• Rack Space Usage (Racks)
• AS e-Science: 53.4 (53.9%)
• RCEC: 8.6 ( 8.6%)
• IPAS: 7.8 (7.9%)
• ASCC: 1.9 (2.0%)
• IES: 1.3 (1.3%)
• Free: 26 (26.3%)

Monitoring  the  power  
consumption and temperature of 
every piece of equipment every 

10 seconds.

All software used are opensource codes developed by 
ASGC and an international collaboration led by CERN

No UPS to save 10% power consumption

Cooling Power : CPU Power         
      1 : 2         

GPU Crates

ASGC Computing Center



  

ASGC GPU farm
● Two models available
● Consumer GPU

● GTX 1080Ti: 64 in total.
● 8 * GPUs per compute box.
● 128GB system memory.
● 1TB SSD local hard-drive.

● Server GPU
● Tesla p100: 16 in total
● 4 * GPUs per compute box.
● 128GB system memory
● 1TB SSD local hard-drive
● NV-link

● 8 * v100 model is on-going.
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ASGC

• Roles
• Hot Backup Sites: All kinds of data, from 

raw data to results
• Batch Data Analysis and Processing: by 

RELION/CryoSparc over the GPU farm
• Data Access/Delivery Services
• System Efficiency Improvement
• Resource Federation

Supporting Cryo­EM Applications

DTN=Data Transfer Node; IB = InfiniBand
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Supporting Cryo­EM Applications by DiCOS



DiCOS web UI
https://dicos.grid.sinica.edu.tw/
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DiCOS Job submission
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DiCOS Job Management
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DiCOS Data Management
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DiCOS web terminal



DiCOSBOX

Cloud storage, easy to use.
Default quota: 1TB per user.



CryoSPARC Support

SSO login integration is 
on going



CryoSPARC Support



Benchmark for RELION
H/W SPEC Benchmark Time[hr] nr MPIs OS

CPU: E5-2650 v4
2160 cores

Class3D 23+ 2160 CentOS7

GPU 4*p100 Class3D 2:08 9 CentOS7

GPU
8*GTX1080Ti

Class3D 2:02 9 CentOS7

GPU
4*GTX1080Ti
(from relion website)

Class3D 2:26 5 SL7



Benchmark for CryoSparc

● Many thanks to Dr. Kuen-Phon Wu for doing 
benchmark with our facilities.



Thank you!

DiCOS how-to wiki: https://dicos.grid.sinica.edu.tw/wiki/

Contacts: felix@twgrid.org, Eric.Yen@twgrid.org

https://dicos.grid.sinica.edu.tw/wiki/
mailto:felix@twgrid.org
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