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We are approaching the Exascale Era

Projected Performance Development
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Why do we Care?

» Exaflop performance is required for specific, important problems

* Yet, most science and engineering is done (and will continue to be
done) on the Tera- and Petascale, sometimes even Gigascale

* S0, why do we care?

* The quest for exascale is cruelly exposing key problems of our
current approach towards computing

 The new technologies will be pervasive
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The Power Problem

TaihuLight: 100 PF@15 MW -> 1 EF@150 MW
Beskow: 1.3 PF@600kW -> 1EF@461 MW
EGI: 850.000 cores - ~20 PF, ~10 MW
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COMPUTER

Ny RS Heterogeneous Future (LOCs and TOCs)

EXASCALE DESIGN SPACE EXPLORATION
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i CRAlY
Trends in the Memory/Storage Subsystem .
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The New Computing World

* Increased performance only through parallelism
 Data locality more important than reduction of operations
« Computers are increasingly dynamic

 Faults may become an increasing issue — or not



What does this mean for Applications

« Cannot simply wait for the next generation of CPUs

« Parallelism needs to be treated as a first class problem
* Not as “implementation detail”

» Algorithms may need to be revised to exploit massive
parallelism and reduce data movement

* Implementation/Programming models need to be revised
« Co-Design

« Collaboration of hardware, algorithms, programming
environments, applications



Foniy Ecosystem: cPPP
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EuroHPC JU: Overall activities

European
Commission

m Infrastructure & Operations
— Acquisition of infrastructure (linked to
Research and Innovation)

— Installation, deployment and operation via
hosting entities

— providing and managing access to users

m R&lI, Applications & Skills

— Supporting technologies and systems
developed in Europe
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— Excellence in HPC applications; Supporting

Industry (incl. SMEs); Training and Outreach
HPC Ecosystem




The European Data Infrastructure

= Implementation (vision)

High level service and management platform Layer

Interconnection (GEANT) & Cloud-based Access Layer
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Centers of Excellence (CoE)

* Improve important applications towards the Exascale
* Provide training and support

« Cover full workflow (including data handling)
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1st Generation of CoE
EoCoE - Energy oriented Centre of Excellence for computer

BioEXxcel - Centre of Excellence for Biomolecular Research
NoMaD - The Novel Materials Discovery Laboratory b@éCGL

. . DRIVING
MaX - Materials design at the eXascale ;EKN%/T«B,NAIE

ESIWACE - Excellence in Simulation of Weather and Climate in
Europe

N
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£

E-CAM - An e-infrastructure for software, training and consultancy in

simulation and modelling

POP - Performance Optimisation and Productivity

COEGSS - Center of Excellence for Global Systems Science

CompBioMed - A Centre of Excellence in Computational Biomedicine
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Example: ESIWACE Science Challenge

European
Commission
—

Target for addressing key science challenges in weather & climate
prediction:

Global 1-km Earth system simulations @ ~1 year / day rate
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ETP4HPC SRA-3 Kick-off meeting IBM IOT, Munich, March 20th 2017 Peter Bauer & afZin Laure 4CoE



Intarnatinnal . .
wmy- " Example: NOMAD Science and Data Handling Challenges

Data is the raw materials of the 21st century
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~20°’000 human proteins

400’000 interactions

Adding the 3D structural
dimension to those will
require > 10 million CPU
hours and generate
exabytes of data
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Predicting interactomes by docking... a dream?

Proteome cross-docking

Predicted interactome

~20’000 human proteins

Interactome prediction will require 20°000? docking runs
Which will require > 10 billions CPU hours and generate about 100 exabytes of data

Interest in simulating/understanding the impact of disease-related mutations that affect/alter
the interaction network

20
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blo eL Center of Excellence for Computational Biomolecular Research
Molecular Dynamics on the exascale
« Understanding proteins and
drugs
* A 1 s simulation: 10 exaflop
« Many structural transition: many
simulations needed
» Study effect of several bound
drugs
» Study effect of mutations
» All this multiplies to >> zettaflop
« Question: how far can we
parallelize?
Example: ion channel in a nerve cell. gzo_ % . :}% .
bartners Opens and closes during signalling. N S | "/ g
: 2 B E'S:'—ti)zpoenarzl?.laci)on Funding

*@ Affected by e.g. alcohol and drugs.

for Research & Innovation

¥ 500 000 atoms CoL e T
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065 090 120 155 2.00 245 28g1 3.20
Qleu] bioexcel.eu




ETP4 International
HPE Collahoration

Top 3 Challenges

e HPC System Architecture and Components

— Efficient use of memory and 1/O hierarchies - Balance Compute, I/0O
and Storage Performance

— Efficient interaction between “fat” and “thin” (GPU) cores

e System Software and Management

— Software standards (C++17 and Fortran 2015 in particular, but also
OpenMP 4.5, MPI 3.1, OpenCL 2.2,...)

* Programming Environment
— (Dynamic) environments for task parallelism.

ETP4HPC SRA-3 Kick-off meeting IBM IOT, Munich, March 20th 2017 Peter Bauer & Zrzm Laure 4CoE



eL Center of Excellence for Computational Biomolecular Research

BioEXxcel

Center of Excellence for Computational Biomolecular Research

Partners Funding

‘ i MANCHESTER 7 siisizise
Nl The University of Manchester lan Harrow Consulting ce3 okl
bioexcel.eu

Horizon 2020
European Union Funding

for Research & Innovation



eL Center of Excellence for Computational Biomolecular Research

Life Science and HPC

Small Molecule

AlOM

bioexcel.eu
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Biomarkers design

Physiology

Modeling approach Biological scale

r-
.
2

Electronic structure

Organism

Organ systems.

single organ

Coll populations.
Coll-cell communication

Singlo colls
Sub-colluar
compartmentalization
intracolllar distribution
of molecules

‘Signaling / metabolic:
networds

Biomolecular
Modeling and
Simulations

Personalized medicine 72\ )
Neuroinformatics

Biomaterials science and

bioexcel.eu
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BioExcel Pillars of Excellence

Dissemination
& Training

Excellence in Usability
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Excellence in Consultancy

Scientific Excellence &
User Driven Governance
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blOéC@[ Center of Excellence for Computational Biomolecular Research

Objectives of BioExcel

Excellence in Biomolecular Software

Improve the performance, efficiency, scalability, and maintainability
of key codes

« GROMACS (Molecular Dynamics Simulations)
« HADDOCK (Integrative modeling of macro-assemblies)

 CPMD (hybrid QM/MM code for enzymatic reactions,
photochemistry and electron transfer processes)

MD simulations Docking
/GROMACS/ /HADDOCK/




Molecular Dynamics

2

Bond vibration Angle vibration Torsion potentials i "

x . . .
2 o0 MCRARF
b - S Experiments
f TR
van der Waals interactions Electrostatics i g T
e 1

Efficient averaging

Less detail

Physics Chemistry : Biology
15 412 9 -6 3 0
10s 10°°s 107s 10”s 107s 10s

Simulations

Extreme detail

Sampling issues?

Parameter quality?




Howrdowe
get to ms
range?

With a time step of 5fs...

... you need 200 billion iterations to reach
1000 ps of simulated time

Let’s spend 100 days
For 10 ps per day...

...each iteration must complete in 43.2 (wallclock) ps!

29




We're on the single-ps
scale today
(for small systems)
Larger machines have
enabled larger
systems, not longer
simulations
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2022: ~300M cores

How. w3tll 00
use o billion
cores?




From ~100k cores
—xascale: _nsembles

F' k 1ODMB/

- Markov State Models
-

D SGB/

=221 Monte Carlo Sampling

Average: 0.5GB/s
Peak: 25GB/s
Latency: <100ns




®
b|©%@£ Center of Excellence for Computational Biomolecular Research

GROMACS exascale strategy
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GROMACS Heterogeneous Parallelism

DD & Pair search: every 80-150 steps

1

MD step :

:

1

1

. 1

DD Bonded F H pull/FE/etc. Wait|— Reduce F — intesration, -

Pair search Constraints

H2D H2D b oon
pair list Y X,q FE

Prune Clear F|| Rolling
pair list Non-bonded F buffer || pruning

GPU o
CUDA -
B - ——! Spread H3D-FFTHSolve H3D-FFTH Gather e
- Average CPU-GPU overlap 75-90%

bioexcel.eu



405 '4 Research

PIc 400
B CPU
o CPU/GPU
| CPU/GPU/PME-GPU
300
547 261.
=
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- Gromacs 5.0 Gromacs 2016 Gromacs 2018 [
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Performance (ns/day)

200
100
= 4 ranks/node
—— 6 ranks/node
=% 12 ranks/node
96/ 4 960 /40 9600 / 400

#cores / #GPUs

omolecular Research
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Objectives of BioExcel

|

Excellence in Usability E G....,.....,.,....m,.i

O Make ICT teChnOIOg|eS B m Hybrid Structures (PDBs) |
easier to use by — T
biomolecular researchers, "’-ﬁiim

both in academia and

industry mmy rore I|I

* Devise efficient workflow
environments with
associated data integration

Key Workflows ¥ Gal a Open PHACTS Open for Innova tion Apache Taverna
and Platforms PROJEC)T(Y l“ P KNIME Q
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b|©%‘ Workflows: Computational Environments enter of Excellence for Computational Biomolecular Research

Personal Private Public HPC
Computer Cloud Cloud

O

R

OpenNebula

) C—]
openstack.

38 bioexcel.eu
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b|0%' Workflows: Computational Environments enter of Excellence for Computational Biomolecular Research

Speed up

10 ®

0 10 20 30 40

# Processors

39 bioexcel.eu




PyCOMPSs runtime System

C/C++ App Python App

Java App

 Componentized Bindings-common
COMPSs Runtime
* Adaptable o \
oader

* Extensible
Engine
ConfigLoader 9 Resources
¢ I nte rO p e ra b I e Access Processor Resource
Manager
Commons g
Task Dispatcher

Resource
Optimizer

F

Monitor Executor

Adaptors
Connectors

Comm

Adaptors Prov1der

Barcelona
suporenmpuﬂng
Cer aro Macional de Suparcampulacion



Programming with PyCOMPSs

e Sequential programming

* General purpose programming language + annotations/hints
* To identify tasks and directionality of data

* Task based: task is the unit of work
» Simple linear address space

 Builds a task graph at runtime that express potential concurrency
* Implicit workflow

* Exploitation of parallelism
* ... and of parallelism created later on

* Agnostic of computing
platform
* Enabled by the runtime

for clusters, clouds and
container managed clusters

—— —

"— " o'; \‘ e ' ! ’
oq_o ’o"—o‘ o’o
Barcelona ~ . -

Supercomputing (@) @ Phasing (=) Association test ®
Can cr ] pre-imputation @ Imputation @ Quality filtering
facien : filtering ‘ Post-imputation @ Data merging

= and tophits results
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b|0%' Workflows: Protein Mutations Center of Excelience for Computational Biomolecular Research

Workflow: GROMACS MD Setup

-

Building Blocks: )
Gromacs Python wrapper

Interoperable
\_ Workflow manager agnostic )

g4 ‘Ia ":2 Workflow Manager:
il ser
3 H % 26 g’ A pyCOMPSs

bioexcel.eu
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b|o%' Workflows: Workflow Managers —cnter of Excellence for Computational Biomolecular Research

Massively Parallel Workflows

43 bioexcel.eu
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b|0%' Workflows: Description (CWL) Center of Excellence for Computational Biomolecular Research

44

g Tl Explore
LANGUA

Workflow: schema_w.cwl
O Fetched 2017-05-29 10:05:32 GMT - Download as Research Object Bundle [?]

[ X ] »
l.\ N7 v
Inputs
D Type Label
scw_input_pdb_path File
scw_mutation string
Steps
D Runs
scwrl scwrl.cwl (CommandLineTool)
gppnvt grompp.cwl (CommandLineTool)
gppmin grompp.cwl (CommandLineTool)
gppnpt grompp.cwl (CommandLineTool)
editconf editconf.cwl (CommandLineTool)

MANCHESTER

The University of Manchester

CWL adopted by ELIXIR and the US
Food and Drug Administration (FDA)
BioCompute Object project.

BioExcel supported CWL since day one.

BioExcel have also led development of
the CWL Viewer, which will be used to
showcase BioExcel workflows in
interactive graphical diagrams.

Description + Python wrapper library:
BioExcel as a use case in ELIXIR,
implementation study funded.

§CV\/L elixir

bioexcel.eu




b|OéC8L DDO‘CKZ-Z it Research

VeNMR/West-Life GRID-
-

H a d d o c k WeNMR home ~ NMR (S services HADDOCK tutorials ~ WeNMR Support Centen
WELCOME TO THE WENMR WEB PORTAL >> PROFILE >>

HADDOCK (High Ambiguity Driven protein-protein DOCKing) is an information-

We b p O rta I driven flexible docking approach for the modeling of biomolecular complexes.

HADDOCK distinguishes itself from ab-initio docking methods in the fact that it

encodes information from identified or predicted protein interfaces in ambiguous

interaction restraints (AIRs) to drive the docking process. HADDOCK can deal with a

large class of modeling problems including protein-protein, protein-nucleic acids and

protein-ligand complexes. o .f
-
More information about HADDOCK2.2 can be found on the HADDOCK2.2 website W(.)St - LI e

Read also what an independent review by Moreira et al. has to say about our

software... [
HADDOCK is one of the flagship software in the EU H2020 BioExcel Center of | .

Excellence for Biomolecular Research.

ADDOCK HADDOCK WEBSERVER

High-Ambiguity Driven Docking

REGISTRATION: The use of the HADDOCK WeNMR GRID-enabled docking server is [ |nfrastructure
free for academic users. Access to the server is managed through Single Sign On
(SS0) authentication using your WeNMR account. Old style HADDOCK web server

accounts are still supported. How to proceed: SERVICES
.
° 10000 d The WeNMR web portal is an easy
> reglste re use rs ) ) gateway for you to use many of the
1. Become a member of the WeNMR Virtual Research Community at powerful software packages ported by
° >190000 Served runs Since June 2008: www.wenmr.eu the WeNMR consortium to the GRID.
2. Once logged in, go to the "My Services" tab in your account profile and @ LEARN MORE >>

(] >33% on th e EG I HTC reso u rces subscribe to the HADDOCK web portal. Follow the instructions on screen. © THE PARTNERS > >

3. Once you are a member of the WeNMR VRC it is easy to subscribe to the € SUPPORT CENTER>>
many services WeNMR has to offer, some of which will however require a

valid X509 personal certificate

De Vries et al. Nature Prot. 2010 SERVICES:
» HADDOCK server: the Easy interface
Van Zundert et al. J.Mol.Biol. 2016 ‘

HADDOCK server: the Prediction interface

HADDOCK server: the Expert interface (requires Expert level access)

HADDOCK server: the Refinement interface (requires Expert level access)

HADDOCK server: the Guru interface (requires Guru level access)

HADDOCK server: the Multi-body interface (requires Guru level access)

HADDOCK server: the File upload interface

HADDOCK server tool: generate AIR files for multibody docking



bioexel

Center of Excellence for Computational Biomolecular Research

HADDOCK:

An integrative modeling platform

Incorporates ambiguous and
low-resolution data to guide
the modelling of biomolecular
complexes

Capable of docking up to 6
molecules

Symmetries can be leveraged

Powerful algorithms to handle
flexibility at the interface

Final flexible refinement in
explicit solvent

One of the best performing
software in CAPRI

bioexcel.eu

S titrai:ns NMR crosssaturation
3'"*11) G = ) %
+®*
Cross-linking \ l I

HADDOCK
High Ambiguity Driven DOCKing

DY e

H/D exchange
3 ,
@ ° 0,0
Bioinformatic predictions
EFRGSFSHL

Other sources
e.g. SAXS, cryoEM

EFEPSYPHI

EFKGAFQHV v . NMR anisotropy data .
EFKVSWNHM M el _
=% v -
IYANKWAHV '
RDCs, para-restraints, diffusion anis py




47

11000

9000 I
7000 T
5000 T
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1000

Center of Excellence for Computational Biomolecular Research

HADDOCK user community
_— HADDOCK portal users

[ [ == [ (== (== (== [ [ == [ (== (== [ ==

Q c Q c Q c ] c Q c [+] c

A A N AU N

[ = = = = =

NN W W s PV N
e Steady growth

Worldwide community
>1370 active users in 2017
>43000 submissions to server in 2017

bioexcel.eu
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Operational since 10 years

500000
s B Start of BioExcel
250000 enmr.eu VO grid jobs I
400000 Start of EGI-Engage
350000 l
300000
End of
250000 WeNMR
200000 f“"‘:"'"g
End of
150000 “NMR
100000 ‘
o] Il‘l “I‘ ‘l‘l l ““
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T — e —_]

~2400 normalized CPU years over 2017 bioexcel.eu



blOé@eL WF1: Moving mutational analysis into the structural field for drug design |, Research

Personalized mutational analysis (sequencing) Personalized mutational analysis (structure)

WS

Patient A  PatientB Mutation A Mutation B

Drug
Databases

Molecular
Dynamics

Clusterin
Personalized °

Resistance @

Personalized
Drug Re-profiling

49 bioexcel.eu




bIO %’ eL WF2: Tackling mutations inactivating tumor suppressors Aar Research

Tumor Suppressor Genes Sequence to Structure

Tumor-suppressor Mutated tumor Gene View - Chromosome chr16
ene i
9 suppressor gene Showing region
PR S— ——
X Fullscreen
Normal l Defective, ; :
] |dent|f from < 16:14,489,971..14,989,971 Q Q
growth - non functio- v ron - e e O
|nh|blt|ng nlng proteln ancer genomics iR 14,550,000 14,600,000 14,650,000 14,700,000 14,750,
protein l projects T - ; TeTlercrer el
_X r - -
= ' Cell division e Gones € . |
y Cell division ) & fotunder X7 Genes € 3CTR_A_PARN: 3CTR_A_PARN o 12sp
u under control control Mol ) Location undefined:14576623-14647994
- e I bbbl
- . . , P_ ’ - >AC092291.2

Function
Recovery

Mutation modeling + MD
simulations + Ligand Docking

Offline HPDA: drugs
recovering loss of function
S &
e

= =
s a

=

Y

=
w  am
= @a mua
asus_ssw
usuususuns

fittt ity U 0

allosteric signaling or
stability.

50 bioexcel.eu
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blO%eL Center of Excellence for Computational Biomolecular Research

Objectives of BioExcel

Competence-building among academia and industry

Promote best practices and train end users to make best use of both software and
computational infrastructure

» academic and non-profit users

* industrial users Q

()
« academic and commercial K _‘

resource providers ‘

* academic code providers
of related software and
independent software
vendors (ISVs)

bioexcel.eu
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The HADDOCK category is meant for discussing any topic related to the use of the HADDOCK

ADDOCK  software, either as a local installation or via the HADDOCK web portal. For details about HADDOCK
please refer to http://www.bonvinlab.org/software/haddock2.2

Feel free to create new topics related to your questions!

w0

m HADDOCK » New Unread(2) Top £ Edit  + NewTopic © -
= Topic Users Replies Views Activity
CNS errors before/after recompilation e ‘ a @ 22 2.1k Dec '17
Dealing with dimers (FINE-) 14 19 Apr'16
Protein-ligand docking 200> 22 14k Nov'i7

table | graph

Protein- peptide docking e a 12 1.2k Oct '16

Nov '16

How can i do protein and DNA-ligand docking

Improved support through |
ask.bioexcel.eu ‘

°

2017-01-01

Center of Excellence for Computational Biomolecular Research

bioexcel.eu
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Interest Groups

Interest Groups focused on a

Integrative Modelling

particular subject « Best Practices for
Performance Tuning and
o _ Optimization
* Mailing List, Webinars, e Biomolecular Simulations for
Forums Entry Level Users
* Real-Time Chat * Free Energy Calculations
Code Repositories « Hybrid Methods for
« Collaboration Platforms Biomolecular Systems
« Face-to-Face Meetings  Practical Applications for
Industry
e Training

Workflows

http://bioexcel.eu/interest-groups/

bioexcel.eu



The Molecular Sciences Software Institute (MolSSI)
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Summary

 The quest towards Exascale is affecting us all

« Efforts on all levels needed to be ready for the hardware to come

« Will also see alternative hardware (e.g. neuromorphic hardware @
HBP)

* Europe is investing heavily in Exascale technologies

« Centers of Excellence (CoE) are an effective way of supporting
scientific communities on their path towards the exascale
* Needs long-term commitment
« Critical mass



