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Super Computing - Key to Economic Growth 

and Prosperity

• Cloud Computing, IoT, data mining, data analytics, 
blockchain, cyber-security, supercomputing, are now 
perceived as essential to the wealth, security, growth, 
and economic prosperity of nations.  

• Super Computing simulation and analysis have become 
a source of discovery. Genomics and personalized 
medicine as well as Cloud Computing require ultra high 
security and reliability, fast data replication and disaster 
recovery.

• Exascale computing is seen as the next Frontier with the 
USA, Europe, Japan and China allocating each in 
excess of one billion US$ to be the first to reach this 
milestone by the early 2020’s.



Singapore

Physical Land Area: 718 sq km

Population: 5.5 million
3.9 million (70.8%) 
Singapore Residents

Literacy Rate: 96.7% (Aged 15 & above)
76.4%  of those aged 25-34 years
have tertiary qualifications 

2014 GDP S$390.1bn (US$307.9bn)
Real Growth : 2.9%
Per Capita GDP:        S$71,318 

(US$56,284) 

Independent since 9 August 1965

Sources: Singapore in Brief 2015, Department of Statistics



Singapore’s lead government agency for 
economic oriented R&D  

>1,700
Industry projects a year
5 Industry projects a day

>2,800
Papers published a year

>200
Licenses a year
4 Licenses a week

>14
Start-Ups a year

1
RSE spun out to industry a day*
*average number of Research Scientists and Engineers (RSE) per working day in a calendar year 

>270
Patents filed a year

55% MNCs

38% SMEs

7%   LLEs

Annual Outputs (FY2011 –2015)



A*STAR Computational Resource Centre

Scope: 

– serve A*STAR users 

– exploration of novel technologies and architectures

Many unique systems: 

– Cumulus (IBM), Cirrus (IBM), Aurora (SGI), Fuji (Fujitsu), Axle (HP), Cray

Large range of architectures: 

– Intel x86, IBM Power, NVIDIA Tesla, AMD FirePro, Intel Xeon Phi, Micron 

Automata

Involvement in exploration projects:

– InfiniCortex – InfiniBand ring around the world

– Intel Center of Excellence

– IBM OpenPower Foundation member (4 x IBM Power 8 servers)

– Micron Automata Center of Excellence (2 x Automata boards)



National Supercomputing Centre (NSCC)

EDR Interconnect

• EDR (100Gbps) Fat Tree 

within cluster

• InfiniBand connection to 

remote login nodes at 

stakeholder campuses 

(NUS/NTU/GIS) at 

40/80/500 Gbps throughput 

13PB Storage

• HSM Tiered, 3 Tiers

• I/O 500 GB/s flash burst 

buffer

• 10x Infinite Memory 

Engines (IME) 

~1 PFLOP System

• 1,288 nodes (dual socket, 

12 cores/CPU E5-2690v3)

• 128 GB DDR4 RAM/ node 

• 10 Large memory nodes

(1x6TB, 4x2TB, 5x1TB)



Sample of NSCC applications



OUTPUT

SIMULATION (NSCC)

Collaborative Project 
Technology Centre for Offshore and Marine Singapore (TCOMS)

COUPLED EXPERIMENTAL - NUMERICAL WAVE FLUME TEST

EXPERIMENT (TCOMS)



NSCC applications



Collaborative Project 
(NTU-NSCC-GenomeAsia 100K consortium)

• Aim: To sequence 100,000 genomes from various South, North & East Asia populations
• Goal: To accelerate precision medicine and clinical applications for Asian patients
• NTU acts as the host and NSCC provides the HPC resources
• 68TB of genome data from USA and Korea aggregated and hosted on NSCC platform

• Using NSCC HPC resources, total compute time to process genome data for 100,000 
genomes will only take up 1.1% of the 4-year project, thus providing more time for novel 
downstream analysis and experiments



NSCC applications



Some new Developments



Collaborative Project 
(Data “Wormhole”)



Collaborative Project 
IMDA-NTU-NSCC (Green Data Centre)

• Development of an interactive 3D visualization of the thermal profile of 

high performance server clusters in NSCC

• Ability to monitor the thermal dynamics of servers and spot outliers or 

anomalies

• Eventual aim is to improve the energy efficiency at NSCC’s data centre



SingAREN Network Infrastructure

ESSEC SP

SLIX Core

NUS/ CREATE

NTU
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Legend:

SOE  : SingAREN Open Exchange

SLIX  : SingAREN-Lightwave Internet Exchange
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NIA 
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London, EU

Singapore

Los Angeles, USA

100 Gbps SG-U.S.
co-funded with

10 Gbps SG-EU
co-funded with

Hong Kong
Tokyo

100 Gbps SG-HK-JP
co-funded with

Network 

Management

Co-funding of 

international circuits with 

NREN partners



Tests started with Mellanox METRO-X early 2013.  

Today the sites are connected with nx40gbps 

connections running native InfiniBand and reaching 

approx. 98.4% of maximum theoretical possible 

throughput.  Dark fibre running at 400Gbps, soon 

1Tbps using Infinera connects the two sites.

‘Maximize my effective throughput between my storage and my compute’

Fusionopolis and Biopolis are 2km apart



largest spanning InfiniBand network: ring-around-the-

world with up to 100Gbps sections (Singapore-USA)

InfiniBand routing across 7 

subnets over 4 continents

scalable InfiniBand connected HPC 

cloud instances - InfiniCloud across 

four countries (Australia, Singapore, 

USA, France)



InfiniCloud at ISC 2017 Frankfurt, Germany



Data Transfer Test (dsync)

1 TB in 24

minutes



NUS

A*STAR

Fusionopolis

SingAREN

Global Switch

A*STAR

Biopolis

WOODLANDS

SELETAR

CHANGI

NOVENA

OUTRAM

ONE-NORTH

JURONG

NTU

100Gbps InfiniBand enabled

500Gbps InfiniBand enabled

10/40/100Gbps InfiniBand/IP

S’pore InfiniBand Connectivity and Fabric

Duke-NUS
SingHealth 
Academy

Ministry of 
Health

Integrated Health 
Information System

National Cancer 
Centre Singapore

42km

Lee Kong Chian
School of Medicine

Tan Tock Seng 
Hospital

NOVENA

OUTRAM

Genome Institute 
of Singapore

BIOPOLIS

SUTD

CHANGI

Rolls 
Royce

SELETAR

JURONG

Keppel 

WOODLANDS

Republic Polytechnic
3

0
km



Singapore Intercontinental Connectivity

London, EU

Singapore

Los Angeles, USA

100Gbps
co-funded with

10Gbps
co-funded 
with

Co-funded (with 
NICT-Japan)

100 Gbps





Strategic Projects



LIFE SCIENCES

Accelerate 
biomedical discoveries 
through high performance 
applications in genomics, 
thus improving the 
effectiveness of clinical 
treatments and personalised 
medicine.

MANUFACTURING

Enhance modeling, 
simulation and analysis to 
speed up the design cycle 
for a faster time-to-market 
for new and advanced 
products.

CLIMATE MODELLING

Contribute to atmospheric 
science and improves the 
accuracy of weather 
forecasts by broadening 
the range of parameters 
included in the simulations.

[Image courtesy of NASA][Image courtesy of insideHPC] [Image courtesy of EnterpriseTech & Airbus]

Domain Areas



Domain Areas

DIGITAL MEDIA 
PRODUCTION

Accelerate rendering with 
high realism, reduces time 
to market for producers and 
increases the quality of 
production for users.

DATA CENTRE & 
NETWORKING

Offer an unprecedented high 
performance network 
testbed coupled with high 
performance data analytics 
for quasi-real-time intrusion 
detection and cybersecurity 
optimisation

COMPUTATIONAL FINANCE

Perform high performance 
computational modelling of 
market conditions, pricing 
model, risk models, and 
contingencies to allow 
financial institutions to 
accurately meet real-time 
goals.

[Image courtesy of MIR Labs] [Image courtesy of 
Omens Studios]



Strategic Focus

• To provide HPC resources for National R&D projects 

(RIE2020 / Science & Technology Research - $19B) 

• To identify within these domains, those which HPC can have maximum 

impact



Outreach &

Manpower Capability Development 



Outreach
Conduct 

Regular Training 

Workshops

Workshops

•Introductory

•Optimisation Techniques

•Parallel Profiling & Debugging

•Advanced Job Mgmt.

Local & Overseas 

Conference 

Participation

Roadshows / 

Collaborations / 

Industrial Engagement

NTU 

NUS 

A*STAR 

20 – 22 Jun 2016
Frankfurt, Germany

13 – 18 Nov 2016
Salt Lake City, Utah, USA 

1 – 5 Aug 2016
Hong Kong

21–23 Sep 2016

Singapore

18 May 2016
Singapore

MOU with Industry (Mar 2016)  

4 – 5 Oct 2016
Melbourne, Australia

Industrial/Government Engagements

http://www.google.com.sg/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwiBvZvW1_vMAhULQY8KHV-wCL8QjRwIBw&url=http://www.upsingapore.com/partner/innovfest-unbound/&psig=AFQjCNH9csmE-0FGGZQ5592p-jsSipEyGQ&ust=1464487615526434


MoU signing for collaboration through the 

100G Singapore-Japan Link:                                 

NICT, SingAREN and NSCC.

Asia Pacific Ring (APR) MoU signing: 

WIDE, SingAREN, NII, NICT, Internet2, 

Pacific Wave and TransPAC

Launch of the First 100G International R&E 

Network in Asia, 1 Dec 2017



Thank you!


