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Features of FMSFeatures of FMS

Source: http://www.telogis.com/ 4



Vehicle Vehicle TrackingTracking

Source: http://skyeyes.tw/
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Individual MonitoringIndividual Monitoring

Source: http://skyeyes.tw/
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Vehicle History TrailsVehicle History Trails

Source: http://skyeyes.tw/
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Enterprise DashboardEnterprise Dashboard

Source: http://skyeyes.tw/
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Problem StatementsProblem Statements

• Storage concerns
– 2 driving records per minute for 1300+ vehicles; 1.9 million a day
– Currently, only 2 months of historic records are stored in RDBMS

• Query concerns
– Customers query on vehicle history trails in many cases

• Tracking concerns

�

�
• Tracking concerns

– Spatial analysis is performed within RDBMS

• Budget concerns
– Buy more RDBMS
– Buy Servers

�
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Solution of Cloud ComputingSolution of Cloud Computing

• Apache Hadoop
– Open Source Apache Project
– Written in Java
– Runs on Linux, Mac OS/X, Windows, and Solaris
– Hadoop Core includes

• Distributed File System: manage data• Distributed File System: manage data
• Map/Reduce: manage applications 
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Subprojects Subprojects of of HadoopHadoop

• Hadoop Common : The common utilities that support the 
other Hadoop subprojects.

• HDFS: A distributed file system that provides high 
throughput access to application data.

• HBase: A scalable, distributed database that supports 
structured data storage for large tables.structured data storage for large tables.

• Hive: A data warehouse infrastructure that provides data 
summarization and ad hoc querying.

• MapReduce : A software framework for distributed 
processing of large data sets on compute clusters.
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Conclusion & Future WorkConclusion & Future Work

• Conclusion
– Hadoop can accommodate large amount of data
– Hadoop can greatly reduce the query time on giga data

• Future Work
– To build 1mX1m map grid and look-up table
– To adopt Map/Reduce in spatial analysis – To adopt Map/Reduce in spatial analysis 
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