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General concepts
Ac

co
un

tin
g • Tracks resource usage 

and user activities.
• Essential for cost 

management, auditing, 
and compliance.

• Often used in cloud 
computing and 
enterprise 
environments. M

on
ito

rin
g • Continuous observation 

of systems, networks, 
and applications.

• Helps detect anomalies, 
performance issues, 
and security threats.

• Uses tools like logs, 
metrics, and alerts.

D
iff

er
en

ce

• Monitoring focuses on 
real-time system health 
and performance.

• Accounting focuses on 
tracking and reporting 
resource usage over 
time.
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INFN Cloud project
For almost 5 years INFN made available to its users INFN Cloud: an
easy to use, distributed, user-centric cloud infrastructure and services
portfolio targeted to scientific communities.

INFN offers to its users a comprehensive and integrated set of Cloud
services through its dedicated INFN Cloud infrastructure. The INFN
Cloud portfolio, available via an easy-to-use web interface, is defined
upon clear users’ requirements. It is based on composable, open-
source solutions and can be easily extended either by the INFN Cloud
support team or directly by end users.

The INFN Cloud infrastructure is based on a core backbone connecting
the large data centers of CNAF and Bari, and on several federated sites
connecting to the backbone
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DARE project and connection with INFN

DARE (DigitAl lifelong pRevEntion) is a project part of the Italian National Recovery and Resilience Plan 
(NRRP). The initiative, taking advantage of new digital technologies, is aimed at creating and developing a 
community of knowledge, connected and distributed, which encourages the establishment of models and 
solutions for surveillance, prevention, health promotion and health safety.

The collaboration with INFN includes both the supply of computational resources (hardware) and technical 
support for their use and the technologies that can be deployed on them.

Considering the special nature of the data, i.e. personal data belonging to the medical field, we need a 
secure infrastructure, capable of dealing with any malicious attacks coming from the outside. Our platform 
was designed to meet these security needs.
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Infrastructure
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Infrastructure
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Schema

OpenStack Site

Hypervisors Controller

APEL SSM (sender)

Central Collector

APEL

APEL SSM 
(receiver)

Local Collector
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Schema

OpenStack Site

Hypervisors Controller

APEL SSM (sender)

Central Collector

APEL

APEL SSM 
(receiver)cASO extracts information from 

Openstack tenants (namespaces) 
such as Wall Time, num. CPU, 
RAM, Disk, ecc.
Tenants managed by accounting 
must be appropriately labeled.

Local Collector
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Schema

OpenStack Site

Hypervisors Controller

APEL SSM (sender)

Central Collector

APEL

APEL SSM 
(receiver)

The actual CPU usage (CPU Time) 
of the VM is taken directly from 
the HVs, thanks to Collectd, and 
saved in InfluxDB.

Local Collector
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Schema

OpenStack Site

Hypervisors Controller

APEL SSM (sender)

Central Collector

APEL

APEL SSM 
(receiver)

Parameters retrieved from Tenants 
are stored in RabbitMQ via APEL 
SSM.

Local Collector
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Schema

OpenStack Site

Hypervisors Controller

APEL SSM (sender)

Central Collector

APEL

APEL SSM 
(receiver)

Periodically APEL SSM takes care 
of emptying the RabbitMQ 
queues. The data is saved in a 
database after being aggregated 
by APEL. Finally, it is conveniently 
visualized via a Grafana 
dashboard.

Local Collector
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Dashboard output
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Dashboard output
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Monitoring
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Zabbix
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Zabbix
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Openstack site

SERVER

PROXY
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VM VM VM VM

VMVM

• On the VMs there is an agent
(installed with Puppet) that sends 
metrics to the proxy present in the 
Openstack tenant

• Proxies send the metrics to the 
central server, that exposes the 
frontend 
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Zabbix
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Openstack site
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• Host metrics (CPU, memory, disk, network, etc.) 
and plugin for service metrics (CEPH, DNS, other 
basic services) 

• Notifications via mailing list and messaging systems
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Zabbix
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Openstack site
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CPU utilization

Disk 
space 
usage

Network traffic

RAM utilization
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Ceph Storage

17/03/2025 22ISGC 2025 - An Overview of the Monitoring and Accounting Architecture for Computing within INFN Projects

Ceph cluster Ceph Monitoring

Exporter
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Ceph Storage
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Ceph cluster Ceph Monitoring

Exporter
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Rally
Rally is a benchmarking-as-a-service
framework designed to test and measure 
performance across various components 
(Nova, Neutron, Cinder, Keystone, etc.) of 
an OpenStack instance. 

It runs preconfigured tests (create/delete 
VM, volumes, snapshot, networks, 
routers, etc.) on OpenStack components, 
simulating real user workloads. 

At the end of the test, it generates 
detailed reports with metrics on the 
executed tests.
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Summary, issues and future prospects
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Su
m

m
ar

y •Accounting and Monitoring are 
useful tools for controlling an 
infrastructure

•Easy scalability

Is
su

es

•APEL incompatible with new 
cASO versions, which 
introduces new metrics 
regarding FloatingIP, volumes 
and accelerators (GPU and 
FPGA)

•Organize the monitoring part, 
divided into too many different 
tools

Fu
tu

re
 p

ro
sp

ec
ts •Trying to make a PR to the APEL 

repository to manage the 
metrics collected by cASO

•Use monitoring to 
automatically failover
geographically duplicated 
services

• Integrate Rally and Zabbix 
metrics to help the orchestrator 
scheduling algorithm find the 
best federated cloud to deploy 
a service
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