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ICSC: The National Center for HPC, Big Data and Quantum Computing

ISGC2025

what is it?

Advanced Technologies in  
 agricolture (Agritech)

Sustainable Mobility

Development of RNA drugs 
 and gene therapies

Biodiversity

ICSC: Big Data, High  
 Performance and
 Quantum Computing
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• Italy has funded, with NRRP (pandemic recovery) 
funds, 5 large National Centers, for a total of 
1.6B€ over 3 years, on key future technologies.

• One of them, coordinated by INFN, focuses on 
modern IT technologies, with the final goal of 
deploying a long-term distributed infrastructure
(>> 3y) for national research and industrial 
development.

• The project started on September 2022, lasting 
until December 2025.
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The participants

25
Universities

HUB

National institutes
12

Research
institutes

Privates

The ICSC foundation: public and private members
an initiative spread across Italy
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On the infrastructure: three major pillars

GARR: Tbps-level connectivity 
between all public data centers. 

CINECA: expansion of Leonardo 
(HPC#6 on top500.org) with Lisa, 
and deployment of one of the 
European AI Factories. 

INFN: strengthening of the WLCG 
infrastructure (1 Tier-1 & 9 Tier-
2); acquisition of Cloud resources; 
implementation of the datalake
middleware, based on INFN Cloud.

ISGC2025
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The structure of the ICSC National Center
The ICSC includes:
10 thematic Spokes and 1 Infrastructure Spoke
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FUTURE HPC
& BIG DATA

FUNDAMENTAL 
RESEARCH
& SPACE ECONOMY

ASTROPHYSICS & 
COSMOS OBSERVATIONS

EARTH
& CLIMATE

ENVIRONMENT
& NATURAL DISASTERS

MULTISCALE MODELING 
& ENGINEERING 
APPLICATIONS

MATERIALS &
MOLECULAR SCIENCES

IN-SILICO MEDICINE
& OMICS DATA

DIGITAL SOCIETY
& SMART CITIES

QUANTUM 
COMPUTING
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3 4
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• One Spoke 
dedicated to 
building the 
infrastructure

• Ten thematic 
Spokes, one of 
which 
dedicated to 
the HEP and 
Astroparticle 
research 
domains.

ISGC2025
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Spoke 2 – Who are «we»?

ISGC2025



FUNDAMENTAL RESEARCH & SPACE ECONOMY

The structure of Spoke 2

-

WP1: tools and algorithms 
for Theoretical Physics

WP2: tools and algorithms for 
Experimental High Energy 

Physics
WP3: tools and 
algorithms for 
Experimental 

Astroparticle Physics 
and Gravitational waves

WP4: tools for 
porting/optimization on 
new architectures (low 
power, GPU, FPGA, …)WP5: Boosting computational 

performance on the 
distributed CN infrastructure 

WP6: cross domain 
initiatives + space economy

Scientific

Technologic
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• We defined 2 types of Work Packages (WP):
• “Scientific” WPs: they analyze the needs of the (sub-) 

domain, and pose open problems for which advanced 
computing solutions are needed;

• “Technological” WPs: they harvest/investigate 
technical solutions in computing, on the infrastructure 
of the ICSC and beyond, and provide support / training 
for these; at the same time propose these to a larger 
audience, including industries.

WP1/2/3 WP4/5/6

Has a need; searches for a solution

Has a technology; searches 
for a test use case

ISGC2025



Spoke 2
Scientific

Technologic

-

WP1: tools and algorithms 
for Theoretical Physics

WP2: tools and algorithms for 
Experimental High Energy 

Physics
WP3: tools and 
algorithms for 
Experimental 

Astroparticle Physics 
and Gravitational waves

WP4: tools for 
porting/optimization on 
new architectures (low 
power, GPU, FPGA, …)WP5: Boosting computational 

performance on the 
distributed CN infrastructure 

WP6: cross domain 
initiatives + space economy

supported by

flagship use cases:
1 of the 19 Spoke2

UC2.2.2

Principal 
Investigators:

Tommaso Diotalevi Francesco G. Gravili
More than 40 people involved in this activity!
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Quasi interactive analysis of Big Data with 
high throughput



Motivation
● Analysing large amounts of data efficiently, exploiting the available resources as much as possible, is a common 

challenge both for research and industry.

● From the beginning, the High Energy Physics (HEP) experiments at CERN, gave much attention to the computing 
and data management aspects. Nevertheless, the next phases of the Large Hadron Collider (HL-LHC) will 
require an even greater effort.
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Some estimate for the next 5-10 years of CMS operation:

● ~30 Billion collision events + 30 Billion simulation events;
● Each event: 2-4 kB;
● The last update of the CMS Computing model foresees this 

throughput:

Name Length % of the dataset Data to process Event, data rate 

“A coffee” < 5 min 1% (~0.6B evts) ~2 TB ~1.7MHz, 
~7GB/s

“A lunch break” 1 hour 10% (~6B evts) ~20 TB ~1.5MHz, 
~6GB/s

“A night” 12 hours 100% (60B evts) ~200 TB ~1.2MHz, 
~5GB/s

Not only concerning the HEP domain (“Data is data”):

● More and more scientific / industrial / societal domains 
have or will have soon needs similar to those from LHC:

● Difficult to get more than 100 Hz/CPU core → needs efficient 
distribution on a few tens of machines;

ProtoDune: 2-3GB/s (like CMS); Real Dune: 80x

SKA: up to 2 PB/day;

A single genome: ~100GB, a 1M survey=100PB

CTA projects: up to 10PB/y

O(50 TB/y) per sensor; ~10-100 sensors: O(5 PB/y)
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New analysis paradigm based on: ● Declarative programming and interactive workflows;

● Distributed computing on geographically separated 
resources.

ISGC2025
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Motivation



High Throughput platform

Deployment of the 
Kubernetes resources 

handled via HELM Charts.

Scalable on available resources

• The execution happens in 
the Dask Cluster; 

• Users choose on how many 
cores parallelly distribute 
the analysis.
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Deployment of the 
Kubernetes resources 

handled via HELM Charts.

Scalable on available resources

• The execution happens in 
the Dask Cluster; 

• Users choose on how many 
cores parallelly distribute 
the analysis.

offloaded to…
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High Throughput platform in ICSC



Re-thinking the analysis pipeline

CPU Use(%)

Memory Use(%)

Workers:

Resource monitoring dashboard

Image taken from: link

Analysis code
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https://arxiv.org/abs/2107.02157


di-Higgs decaying to two b quarks and two muons

BO

PG

NA
BA

LE

Vector Boson Scattering ssWW analysis 
in hadronic tau and light lepton

Heavy Neutral Lepton search on heavy 
neutrinos in the DS decays

Continuous Integration pipeline, triggering 
analysis execution on HTP

top quark+MET analysis

Search for new phenomena in events with two opposite-charge 
leptons, jets and missing transverse momentum

Benchmark interactive analysis for 
future colliders (FCC-ee)

Search of rare events in tau to 3 muons decay

Neural Network hyperparameter optimisation applied to future 
colliders (FCC-ee)

With the infrastructural support of WP5

Declarative paradigms for analysis description and implementation

Muon detector performance analysis FI
PI

CS
Differential cross section measurement for ttbar 

inclusive production
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Distributing the Simulated Annealing 
workload for Quantum Unfolding in HEP

Next talk by S.Gasperini!

Orbiting activities



BO

Muon detector performance analysis @ CMS
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Some results

ISGC2025

Typically, Detector Performance Group (DPG) analyses are run on a reduced amount of data (e.g. one run or 
fill), but processing of large dataset, at once, might be needed:

• To assess/improve systematics of high precision analyses, when they are dominated by the response 
of a specific detector;

• To reprocess multiple year data, e.g. for detector stability studies (ageing).

A data sample consisting in a skim of 𝑍 → 𝜇𝜇	decay candidates collected by CMS over 2023, 
corresponding to ~27fb-1 was explored for the study. Size: 224GB

• To evaluate the technical performance, the available statistics has been processed 3 times, mimicking roughly 
a entire year of data taking.  Size: 224*3 = 672GB

Technical performance:

Results presented @ICHEP2024

Porting of a well established Drift Tubes (DT) Tag-and-Probe analysis [CMS-DP-2023-049]

https://indico.cern.ch/event/1291157/contributions/5889602/
https://cds.cern.ch/record/2868786?ln=en


● The challenge presented by the next LHC phases requires a strong development effort of new tools, for making data analysis 
as efficient and as modern as possible;

● The «National Center for HPC, Big Data and Quantum Computing» is a unique opportunity for the creation of a modern 
infrastructure for research and industry in Italy;

● Aligned with CERN’s R&D roadmap, a new High Throughput Platform has been developed:

○ Based on interactive workflows and on declarative programming;
○ Running on distributed resources (and heterogeneous).

● Several analysis from the HEP world are already testing such infrastructure, for performance measurements;

o The final scale-up and stress tests will happen in the next few months. 

Once fully operational, such platform will be used by the entire ICSC community, across scientific experiments and including 
industrial partners.

Conclusions
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https://cds.cern.ch/record/2861565/files/LHCC-154.pdf

