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Living Systematic Reviews Introduction

What is a Living Systematic Reviews (LSRs)?

A LSR is a continuously updated Systematic Review (SR) with a
priori commitment of keeping the systematic review as current as
possible.

When is it appropriate?

▶ when the SR is a priority for decision making

▶ when certainty in the existing evidence is low or very low

▶ when new research evidence is likely to come up



LSR Stages





The updating process of a LSR

When should a systematic review be updated?

The updating approach should be individualized, depending on the
author’s resources and the editorial team

but also

▶ policy relevance

▶ the importance of the study

▶ founding



Studies Inclusion

”Identifying studies for inclusion is one of the most labor-intensive
and time-consuming tasks.” [1]

▶ Database searching

♦ Automated searches are run regularly and reviewers are alerted

- Not all databases support regular specific searches

- Many databases do not offer API’s to connect to

▶ Eligibility assessment

♦ Machine learning techniques applied to titles and abstracts →
probability score

♦ Automation is not able to entirely perform eligibility
assessment → Cochrane Crowd

[1] Thomas, J., Noel-Storr, A., Marshall, I., et al. (2017). Living systematic reviews:
2. Combining human and machine effort. *Journal of Clinical Epidemiology*. doi:
10.1016/j.jclinepi.2017.08.011



BERT to extract papers

▶ The number of LSRs has grown significantly

▶ They rely on manual extraction making them prone to errors

▶ To automate data extraction→NLP and machine learning to
find patterns in data

The state of the art of NLP: BERT

(Bidirectional Encoder Representations from Transformers)

▶ Pre-trained on general text, can learn the meaning of a word
based on its surroundings

▶ Can also be pre-trained on specific texts and then fine tuned



How does BERT work?



Active Learning SR pipeline
How does it work?

▶ the researcher downloads a file
with records (titles and abstracts
and other metadata) and
uploads it

▶ prior knowledge is selected

▶ entering the active learning cycle
until a stopping criterion is
reached

↓
the output is a file with records

labelled as relevant/irrelevant and
unlabelled records ordered based on
how likely is for them to be relevant,

according to the model



Knowledge Representation
What’s a Knowledge Graph (KG)?
”a KG is a directed labeled graph that describes the relationship
between real-world entities and represents them in a network” [2]

A KG is composed by 3 objects:

▶ A node, a real world entity

▶ An edge, that captures the relationship between 2 nodes

▶ A label, that describes the meaning of the relationship

Two nodes connecting through an edge to create a triple

[2] Akter, M. M., Rahoman, M. (2023). A systematic review on knowledge graphs
classification and their various usages. *Artificial Intelligence Evolution, 4*(2),
187-192. doi: 10.37256/aie.4220233605



KG implementation

When building a KG, two methods can be used:

▶ Top-down KG Construction Approach

▶ Bottom-up KG Construction Approach

KG construction approaches



The top-down KG approach

With this method the first step is to identify the ontology and
the schema that will be used.

Successively the knowledge base is attached to the schema
defined before.

→ This approach is mainly used when the data representation is
structured and controlled and works better with domain-specific
knowledge.

→ the top-down approach can be disadvantageous for rapidly
evolving or dynamic fields.



The bottom-up KG approach

According to this other method, entities and relationships are
extracted directly from the data and are not predefined.

After the extraction, these are used to build the KG structure.

→ This method is useful when dealing with multiple sources and
is able to process a large amount of data and rapidly create a KG.

→ However, in many cases using this approach results in the need
for a specialist to mark the actual relationships.



KG categorization
x Implementation

▶ Resource Description Framework, Labeled Property Graphs

x Metadata

▶ Text Knowledge Graphs, Visual Knowledge Graphs,
Multi-modal Knowledge Graphs, constructed with both
textual and visual data

x Data

▶ Public Knowledge Graphs, Private Knowledge Graphs

x Time

Static KG [2] Dynamic KG [2]



KG components



Case Study
Can we represent knowledge about living systematic reviews on
shell ionization cross sections data ?

T. Basaglia, M. Bonanomi, et al, Validation of Shell Ionization Cross
Sections for Monte Carlo Electron Transport, IEEE Transaction on
Nuclear Science, vol. 65, n. 8, August 2018



What we have?
A set of tabular data

A subset of data about L1 SUBSHELL CS
Also available for K and M SHELLs CS, and for L2 and L3 SUBSHELLs
CS



What we have?

A set of scientific papers

A subset of references over 142 selected papers



What have we done so far?

▶ Identified keywords for labeling each paper
▶ e.g., K shell and L1 subshell

▶ Applied BERT-based models for classifications
▶ using e.g. title, abstract, keywords

▶ Evaluating LLM models for classification
▶ using full paper

▶ Evaluating KG models and tools
▶ e.g., Gephi and WizMap



e.g. Gephi Representation



e.g. WizMap Representation



Conclusions & Next Steps

Key Findings

▶ ✓ Implemented BERT for paper classification

▶ ✓ Tested different Knowledge Graph (KG) models

▶ ✓ Initial graphical representations created with Gephi and
WizMap

Next Steps

▶ Optimizing KG graphical representation

▶ Exploring new text analysis methods with LLMs

▶ Integrating figures into models for better interpretability
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