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Introduction of Slurm

Overview

ARfES (E5UER5) ZEHIRELRIER (daemons )
* Slurmisan. /14— s :

slurmctid slurmctld
- Open source [ sinfo_|] 7 (primary) | © | (backup) |
- Fault-tolerant -
slurmdbd -
- Highly scalable : (optional) : > RER

* Cluster management
= Job scheduling E

* system

</ 6

A//u \ Database
[slurmd] [sturmd]

sTHENEREE 20 ( daemons)




Introduction of slurm

ASGC resources

* Computing Machine Specifications Computing Nodes

CPU Cluster CPU Model m RAM-Per-Node | Cores-Per-Node | Total Cores

EDR1 AMD Genoa 9654@2.4GHz 1.5TB 3840
Intel-g4 Intel(R) Xeon(R) Gold 6448H 4 1.0 TB 128 512

GPU Cluster | GPU Model m GPU-Boards-Per-Node CPU Model CPU Cores-Per-Node

Intel(R) Xeon(R) Gold

GPU-A100 NVIDIAAL00 3 5126 CPU O 2 B0GHS 64
AMD EPYC 7302 16-Core

GPU-V100 NVIDIAVIOO 6 g Ao 48

GPU-L40S NVIDIAL40S 1 4 AMD EPYC 9374F 52- 64

Core Processor

https://dicos.grid.sinica.edu.tw/wiki AMD Turin (1920 cores) & RTX-6000 Pro(16 GPUs)
are coming soon


https://dicos.grid.sinica.edu.tw/wiki/

User Interfaces (Login Nodes)




User Interfaces (Login Nodes)

Login into Slurm user interface

(yiruchenOlOl@sIur—ui.twgrid.org) Password:
(yiruchen0101@slurm-ui.twgrid.org) Verification code:

I
ININ_NT_IT

®* The user interface node for slurm are : B R

C YT T 11111
I I N I N\

Welcome to slurm-uiOl.twgrid.org (Almalinux 9)!

S I u rl I l - u I th rl d O rg | Cluster dashboard: https://grafana01.twgrid.org:3000/dashboards
n |

| username: dicos-user
| password: Dicos-ASGCO00

1. Don't remove or edit /dicos_ui_home/<your account>/.google_authenticator (file under |
your home directory). |

|

2. /dicos_ui_home/ is a temporary storage space. |
You are fully responsible for the security and integrity of your data in this directory |
(ASGC does not guarantee the integrity of the data in this directory). |
Please back up your data to the Ceph directory (/ceph/work/<your group>/) or transfer |
it to your own storage. |

+
|
|
|
|
|
|
|
|
|
|
|
| |
|
|
|
|
|
|
|
|
|
|
|
|
|
|
I

* Login in user interface -

ssh <your account>@slurm-ul.twgrid.org

3. If you use /tmp on worker node as an intermediate working space, please rememberto |
include a command in your submission script to remove files from /tmp when your tasks |
finish. You can include one of the following commands in your submission script: |
$ rm -rf /tmp/<your file name> |
or
$ Is -al /tmp/ | grep <your account> | awk {print $9}' | xargs -1 {} rm -rf /tmp/{} |

|

4. The /dicos_ui_home/ space migration is scheduled for Jan. 24, 2025. |
The original /dicos_ui_home/ space has been renamed to /dicos_ui_home_old_20250124. |
Please copy your data from the old space (/dicos_ui_home_old_20250124) to the new empty |
/dicos_ui_home/ space by Mar. 15, 2025.

Enter your and

* You will be prompted with the relative information of your
account when login into the slurm user interfaces.

|
5.
Use the job scheduler to submit your tasks.

| $ sinfo | Query partitions and nodes information
| $ sinfo -0 "%.30P %.5a %.6D %.15A %.16C" | Show status of partitions, nodes and CPUs usage |

* For Windows users can download and install SSH client T N

| $ squeue -u [your account] | Query the state of jobs |

| $ scancel [Job ID] | Cancel pending or running job |

| $ scontrol show job [Job ID] | Show the detailed job information
S O Ware e . g u y e C n Jn | $ scontrol show node [Node name] | Show the detailed node information

| $ module avail | List available packages
. h b - | - d - | | $ module list | List currently loaded modules
For macOS users, you can open the built-n Irectly. o ioas ool oriond paciees

| $ module purge | Remove all modules
+

[yiruchen0101@slurm-ui0l ~]$




DICOS Apps




Categories of DICOS Apps

e Bio-Apps
* CryoSPARC version, 2, 3, 4 (rtx 3090)
» Relion version 3, 3.1, 4-beta (rtx 3090, P100)
» AlphaFold (rtx 3090, A100) and RoseTTAFold (rtx 3090)
 Dynamo, IMOD, EMAN2, cisTEM, Jupyter...etc.
* Phys-Apps
 Deepmd-kit, MAML, Paraview, Ovito, Qiskit...etc.
 Machine-learning-Apps
o Jupyter-Lab (PyTorch, Tensorflow) (cpu, P100, A100, rtx3090, rtx4090)
e Triton
e Other-Apps
 MATLAB

10



https://dicos.grid.sinica.edu.tw/dockerapps/

Jupyter

.
jupyter
\

Jupyter Lab

Version: CPU with Tensorflow v1
Resources: 49%

End Time: Oct. 3, 2025, 11:55 a.m.

-
jupyter
g’

Jupyter Lab GPU A100
Version: GPU with Tensorflow

v2.6
Resources: 50%

Launch ~

Jupyter Lab gpu 3090
jupyter Version: GPU with Tensorflow
o’ 3090
Resources: 15%
‘ Launch ~ I
2 hours
3 days B
/ days
o amm® | 10 days 0
Jjupyter Version: GPU A100
,\-/ Resources: 50%

Launch «

Jupyter Lab GPU A100
jupyter Version: GPU with Tensorflow
4 A100
Resources: 50%
Launch ~
o Jupyter Lab GPU rtx4090
Jjupyter Version: GPU rtx4090
,\/ Resources: 100%

Launch ~

11
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Storage service

Resources
* Home Space (100GB for free, Simple RAID-6 protection, not extendable):

/dicos ul_home/{user account}

* Group Working Space (3TB free /each group, 8+3 erasure coding protection,
high-throughput, pay for extension)

[ceph/work/{group}

* [ cryoEM group | (For specific group)
[activeEM/data/{group}/

* Backup Space (Tape long term archiving)

* Please back up to secure your data in these spaces.

14



Storage service

Resource usage

* Check your usage on https://dicos.grid.sinica.edu.tw/profile/info

Your account -

;
User PrOflle Jl Usage Summary

i= Group Member List

8 Subscribe Storage Space

Username account_name 0 Resource Usage
Group 9roup_name & |ogout

First Name your_first_name

Last Name your_last_name

E-mail your email

Last Login  time_joined

If /dicos_ui_home/ storage usage > 100 GB, user can'’t log in server.

/dicos_ui_home/your_account

g8ce/ 10008

/ceph/work/your_group Latest Uipdate: 2023-11-14 00:30:03

228 Change Password



https://dicos.grid.sinica.edu.tw/profile/info

Storage service

Introduction of Home Space

Idicos_ui_homel/{user_account}

®* 100 GB for free, not extendable.

Backup your important data in Home Space.

/dicos_ul_home/ Is a temporary space, backup your data in the
[ceph/work/{group} or transfer to your own data storage.

Home space will be cleared once your account is expired and deleted.

Avold using the home space as the job’s working space.

16



Storage service

Introduction of Group Working Space

Iceph/work/{group}

3TB free space for each group.
This space Is shared among all members of the group.

Pl has full access and manage rights In this space.

Pl can subscribe & upgrade for more space via dicos.grid.sinica.edu.tw.

Backup your important data in group working space.

17


http://dicos.grid.sinica.edu.tw/

Pl Interface

ogin to DICOS web : I =
https://dicos.grid.sinica.edu.tw ;;Iz:f:hji:::ﬁst
* At top-right: click <your account name>, you will see: B S
- Usage summary & Logou

* For overall usage, accounting, and cost estimation

— Group member list
* Member management
— Subscribe Storage space
* Extend your group space.
— Resource usage
* Per account usage In group, in more detall
* Billing estimation & payment method selection.

18



© User Profile

Pl Interface S—

:= Group Member List

B sSybscribe Storage Space

U Sag e S u m mary Resource Usage

D | COS Resources Policy About Documentation Apps ive Chat 2 Felix Lee ~

ASGC Cost Estimation Summary

Data Table Bar Chart

2020-2029

I 2022

2023 2024 2025 2026

19



© User Profile

Pl Interface N T

s= Group Member List
B sSybscribe Storage Space

U Sag e S u m m ary Resource Usage

ASGC Cost Estimation Summary

Data Table Bar Chart
sREE = {7 (year)
Storage List Cost Storage List Cost GPU Storage List Cost
Cnre Cure (TB) Price Cnre Cure (TB) Price Cnre Core (TB) Price Cnre Cnri
Day Day Day Day Day Day Day Day
ASGC 1,281.95 103.86 5.0 3,484 3,484 1,750.65 28.61 5.0 2841 2841 81993 57.00 5.0 3,720 3,720 3,787.54 694
AMS- 0.00 0.00 0.0 0 0 0.00 0.00 0.0 0 0 0.00 0.00 0.0 0 0 0.00 0.00

Exp(ams02.cern.ch)

Total 1,281.95 | 103.86 | 5.0 3,484 3,484 1,750.65 2861 5.0 2,841 2,841 81993 57.00 5.0 3,720 | 3,720  3,787.54 69.4

20



© User Profile

Pl Interface S—

s= Group Member List

B sSybscribe Storage Space

Usage report [E] Resource Usage
Monthly Chart of CPU and GPU Core-Day u

4,000

3,500

3,000

2,500

2,000

1,500

1,000

500

" amsO2.cern.ch cpu ams02.cern.ch gpu | ASGC cpu B ASGC gpu

21
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© User Profile

Pl Interface S—

:= Group Member List

B sSybscribe Storage Space

Usage re po rt ~ [E Resource Usage
Monthly Chart of Max Storage Usage (TB) ogout

5.0

4.5

4.0

3.5

3.0

2.5

2.0

1.5

1.0

0.5

2025-01

| amsO02.cernch [ ASGC
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Pl Interface

Group member management

E+4HRY B %7 Group Member List

ERAE

(username)

as0202229

ericyen

felixlee

mandy4318

rachelsupriya

%23 (name)

BT BT

Eric YEN

Felix Lee

Ming-Jyuan

Yang

HmAk EmAk

as0202229@gate.sinica.edu.tw

Eric.Yen@twgrid.org

felix@twgrid.org

mandy4318@hotmail.com

rachelsupriya@as.edu.tw

Expired
Date

Apr. 11,
2026, 00:00
AM

Apr. 29,
2026, 00:00
AM

Mar. 29,
2026, 00:00
AM

May. 27,
2026, 00:00
AM

Jan. 11,
2026, 00:00
AM

True

True

True

True

True

Joined
Date

Apr. 12,
2024,
02:21 AM

Apr. 23,
2013,
00:00 AM

Mar. 05,
2013,
00:00 AM

Aug. 06,
2021,
08:21 AM

Jul. 15
2025,
06:52 AM

Nov. 03,
2025,
02:58 AM

Dec. 15,
2025,
14:15 PM

Jan. 07,
2026,
04:01 AM

Dec. 09,
2025,
13:19 PM

Jul. 15,
2025,
06:56 AM

Storage Usage
(Ul Home)

0.0G/100G
Latest Update: 2026-01-07
00:50:01

0.0G/100G
Latest Update: 2026-01-07
00:50:01

1717.1G/100G
Latest Update: 2026-01-07
00:50:01

0.7G/100G
Latest Update: 2026-01-07
00:50:01

0.0G/100G
Latest Update: 2026-01-07
00:50:01

© User Profile

all Usage Summary

s= Group Member List

Pl's deputy

BUHIRFFCERA
(Unset deputy)

XAIRIBIEA
(Appoint deputy)

R IRBBIEA
(Appoint deputy)

A IRIBAIEA
(Appoint deputy)

B sSybscribe Storage Space

Resource Usage

A | ogout

23



© User Profile

Storage space

all Usage Summary

s= Group Member List

B sSybscribe Storage Space

Subscribe to more Group Working Space

* PI can subscribe for upgrade storage space.

https://dicos.grid.sinica.edu.tw/accounting/subscribe-storage

Documentation API Apps Contac Live Chat

© User Profile

=] B F 2 Subscribe Storage Space o

i= Group Member List

1. 5] R EREET—REREIZENEGRE - & Subscribe St S
When subscrlblng, there will be a waiting period for the space to be created. A SER RS

2. BTN - BENZTHAEEEN - FEH R(plan: day/yeaniTEIRFZEEIA/NE 20 » BURE#FIRE - plan: day ERESEHNIEER B Resource Usage
2 ; plan: yearRISRETRE ARER RIS LINE -
Multiple subscription can be additional size. Different plan (plan: day/year) are different paymentent. For the day plan, it will show on mit & | ogout
year plan, the payment will charge on current month Dbill.

3. MBRET B2 - plan: day 87Eim1K&MIER - 4 : 2023-08-01 2 MNZEREE XEVHEI B » B7E1X1%2023-08-021fB% - F7£2023-08-02HUH 7] FBINRIEZE
2023-08-03ffHlfR ; plan: year E7E1FEMIER - 4 : 2023-08-013F I RIZE B & 1E2024-08-011fR - HiBi82024-08-01EUHRINRZEE2025-08-01 -
I RNERFEEEEBBREREARESR  BEFEEERFEZTUABRRAIVIRABNZEA/NT RETRIF/EER - HEEAESRRINE TR
.
After unsubscribe, for the day plan, it will be deleted the space after 1 day, for example, if the space was created on 2023-08-01 and unsubscribed on
the same day, it will be deleted on 2023-08-02. If unsubscribed on 2023-08-02, it will be deleted on 2023-08-03; for the year plan, the space will be
deleted after 1 year, for example, if the space was created on 2023-08-01, it will be deleted on 2024-08-01. If unsubscribed after 2024-08-01, the
deletion will be postponed to 2025-08-01.
If there is still some files in the subscribed space, the deletion or reduce space will delay to execute and charge the paymentent of period.

4. FER - MERFTERE - ARAET - FEEE LETIIRERZER - FFEFER LEREERREEFZENRECIEKRRE - 7TEEBETIIRA -

Attention: the subscription will be unavailable after unsubscription process, please wait for the label of "Wait to Delete Storage Space..." finished.

1TB Storage: NT$3/day or NT$1000/year

More pricing information at https://dicos.grid.sinica.edu.tw/resources

Resource Usage

A | ogout

24
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Storage space

Flexible Storage Subscription

s L{FEREEEZE
Upgrade Work Space

Current Storage Space

T EraHARET=ZE [ Work Space
GROUP: ASGC

PLAN: day

PATH: /ceph/work/ASGC/

CREATION TIME: 2023-09-13 09:01:03
Latest Update: 2025-12-30 00:30:01

© User Profile

all Usage Summary

== Group Member List

B Sybscribe Storage Space

Resource Usage

A | ogout

s L{FBRAGFZER - 1A%
Upgrade Work Space 1 year plan

| =

T ErEHA#T=ZE 8 Work Space
GROUP: ASGC

PLAN: year
PATH: /ceph/work/ASGC/

CREATION TIME: 2024-10-16 02:15:01
Latest Update: 2025-12-30 00:30:01

0.0/4
I

25



O User Profile

Storage space

== Group Member List

B Sybscribe Storage Space

Unsubscribe Space

A | ogout

* Clear your data and release your space before unsubscription.
* Unable to unsubscribe if the space Is not released.
= remove data until less or equal to target subscription.

* Unsubscription process will be blocked when space can not be released or
cancel year plan.

* Contact info: dicos-support@twgrid.org

26
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© User Profile

Pl Interface

all Usage Summary
i= Group Member List

B sSybscribe Storage Space

Resource usage report

Resource Usage

A | ogout

2 Felix Lee ~

EHBEREARRTR

Resource Usage Monthly Report

Reporting Period: 01 - 06 January. 2026
Pl Group: ZFZ={Z (Group ID: ASGC)
B i/PrAl(Institute) : AR PR IR PR

BaI{IF A T\ (How to charge): BRPITER RATEIRIFX

2 (change)

27



Pl Interface

Resource usage accounting & billing estimation |

{ER#HETEZE(TOTAL SUMMARY TABLE)

- SIRERE

34t 5H(COMPUTING USAGE OF GROUP) — FE{&#{#)

O User Profile
all Usage Summary
i= Group Member List

B Sybscribe Storage Space

Resource Usage

&£ FABA4H(DETAILED USAGE ACCOUNTING)

JE (INITIAL COST): NT $74

Fa{LE M (Initial Cost Estimation)

A | ogout

1 56
0 18
1 74

JE (INITIAL COST): NT $167

Fa{& & (Initial Cost Estimation)

{E/ & (username)

felixlee Felix Lee 2
thwu Tsung-Hsun Wu 4
W5t E{EF2%ZResourcesHMH 6

. HIFERERS5T(STORAGE USAGE OF GROUP) — Fa{hfE])
#F=H A =(storage(TB))

ASGC Group 0.0

felixlee Felix Lee 0.1

thwu Tsung-Hsun Wu 4.9

Bt E{ENT$/TB-yr=1000 5.0

0.0
8.3
158.3

(5.0-3T)*1000/12=167

Group{E = fE
UserfE A= E

UserfEAZE

28



© User Profile

Pl Interface

i= Group Member List

B Sybscribe Storage Space

Resource usage accounting in detail

A | ogout

{£FHBE4H(DETAILED USAGE ACCOUNTING)
A& (username): felixlee (Felix Lee)

] 140s slurm 3 2 1

] STORAGE USAGE (0.1 TB)

A& (username): thwu (Tsung-Hsun Wu)

jupyterlabcpu 1 0 0
relion501rtx3090 1 4 0

STORAGE USAGE (4.9 TB)
29



O User Profile

Pl Interface

i= Group Member List

B Sybscribe Storage Space

Resource usage abuse report

A | ogout

EARFAEHEE(TOTAL SUMMARY TABLE) & FHER4A(DETAILED USAGE ACCOUNTING)

£ FAR4H(DETAILED USAGE ACCOUNTING)
& (username): felixlee (Felix Lee)

¥k (submit issue)

2 1

140s slurm 3

] chimerax 1 0 0

] STORAGE USAGE (0.1 TB)

30



Pl Interface

Resource usage abuse report

© User Profile

all Usage Summary
i= Group Member List

B Sybscribe Storage Space

Resource Usage

r

Exception Report

Are you sure you want to report these users?
e felixlee
> |140s slurm

He Is not allowed to use GPU.

A | ogout

31



© User Profile

Pl Interface

== Group Member List

B Sybscribe Storage Space

Payment records

A | ogout

JUusI e e 1w FAT 1 A e o e %S 1 P
K8t B{ENT$/TB-yr=1000 5.0 (5.0-3T)*1000/12=167

H{th & =l (more information)

& R{FH:8BH(Resource Usage Detail)

& 38 (Payment Record) ‘

48 2243 (Contact):

DiICOS-Support@twgrid.org (02) 2789-8313

32



© User Profile

Pl Interface

i= Group Member List

B Sybscribe Storage Space

Payment records

A | ogout

Payment Record

B{niRE PEEXRE BRI RS HIES9SE stEUSRE A ftzREA 3N E R Bit2E ST EIREF AE s

R4 7 THE Unpaid List

BRTEsE M AN A, WNERAEE, 555K{5 dicos-billing@twgrid.org B8,

R AERR P ERIR (T RR 75 TUGR BR

33



© User Profile

Pl Interface

i= Group Member List

B Sybscribe Storage Space

Resource usage: billing method

A | ogout

Helfdsk AT\ (How to charge): [RNTERRFEIREE BEEDR
ER{IFA:

[RRTAR RGEIRIER ¥

SEepeEst] BEIE7 R (How to charge): [EpyTaE RGN EL
EdRAI:
Hh s = v

stEIREMEREA: | NSTCxxxx

34



DiIscussions
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