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Outline
• NSTCCore service Overview

• Introduction of Batch service (Slurm)
–  User Interfaces (Login Node)

• Introcution of DiCOS Apps 

• Introduction of Storage service

• PI Interface

• Q&A, Feedback, Discussion
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NSTCCore Service Overview 
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Introduction of Batch service
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Introduction of Slurm
Overview 

• Slurm is an:

- Open source

- Fault-tolerant

- Highly scalable

• Cluster management

- Job scheduling

• system
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Introduction of slurm 
ASGC resources

• Computing Machine Specifications Computing Nodes : 

CPU Cluster CPU Model Nodes RAM-Per-Node Cores-Per-Node Total Cores

EDR1 AMD Genoa 9654@2.4GHz 20 1.5 TB 192 3840

Intel-g4 Intel(R) Xeon(R) Gold 6448H 4 1.0 TB 128 512

GPU Cluster GPU Model Nodes GPU-Boards-Per-Node CPU Model CPU Cores-Per-Node

GPU-A100 NVIDIA A100 2 8 Intel(R) Xeon(R) Gold 
6126 CPU @ 2.60GHz 64

GPU-V100 NVIDIA V100 6 8 AMD EPYC 7302 16-Core 
Processor 48

GPU-L40S NVIDIA L40S 1 4 AMD EPYC 9374F 32-
Core Processor 64

https://dicos.grid.sinica.edu.tw/wiki/
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AMD Turin (1920 cores) & RTX-6000 Pro(16 GPUs) 
are coming soon

https://dicos.grid.sinica.edu.tw/wiki/


User Interfaces (Login Nodes)

7



User Interfaces (Login Nodes)
Login into Slurm user interface

• The user interface node for slurm are : 

    slurm-ui.twgrid.org 

• Login in user interface : 

    ssh <your account>@slurm-ui.twgrid.org

    Enter your password and 2FA verification code

• You will be prompted with the relative information of your 
account when login into the slurm user interfaces. 

• For Windows users can download and install SSH client 
software (e.g. PuTTY, MobaXterm, VScode, etc.).

• For macOS users, you can open the built-in terminal directly. 

 $ ssh yiruchen0101@slurm-ui.twgrid.org
 (yiruchen0101@slurm-ui.twgrid.org) Password: 
 (yiruchen0101@slurm-ui.twgrid.org) Verification code: 
          ___   _____ ____________
          /   | / ___// ____/ ____/
         / /| | \__ \/ / __/ /
        / ___ |___/ / /_/ / /___
       /_/_ |_/____/\____/\____/            _
   _____/ /_  ___________ ___        __  __(_)
  / ___/ / / / / ___/ __ `__ \______/ / / / /
 (__  ) / /_/ / /  / / / / / /_____/ /_/ / /
/____/_/\__,_/_/  /_/ /_/ /_/      \__,_/_/

 Welcome to slurm-ui01.twgrid.org (Almalinux 9)!
+--------------------------------------------------------------------------------------------+
| Cluster dashboard: https://grafana01.twgrid.org:3000/dashboards                            |
| username: dicos-user                                                                       |
| password: Dicos-ASGC00                                                                     |
+--------------------------------------------------------------------------------------------+
|                                                                                            |
| Notice:                                                                                    |
|                                                                                            |
| 1. Don't remove or edit /dicos_ui_home/<your account>/.google_authenticator (file under    |
|    your home directory).                                                                   |
|                                                                                            |
| 2. /dicos_ui_home/ is a temporary storage space.                                           |
|    You are fully responsible for the security and integrity of your data in this directory |
|    (ASGC does not guarantee the integrity of the data in this directory).                  |
|    Please back up your data to the Ceph directory (/ceph/work/<your group>/) or transfer   |
|    it to your own storage.                                                                 |
|                                                                                            |
| 3. If you use /tmp on worker node as an intermediate working space, please remember to     |
|    include a command in your submission script to remove files from /tmp when your tasks   |
|    finish. You can include one of the following commands in your submission script:        |
|    $ rm -rf /tmp/<your file name>                                                          |
|    or                                                                                      |
|    $ ls -al /tmp/ | grep <your account> | awk '{print $9}' | xargs -I {} rm -rf /tmp/{}    |
|                                                                                            |
| 4. The /dicos_ui_home/ space migration is scheduled for Jan. 24, 2025.                     |
|    The original /dicos_ui_home/ space has been renamed to /dicos_ui_home_old_20250124.     |
|    Please copy your data from the old space (/dicos_ui_home_old_20250124) to the new empty |
|    /dicos_ui_home/ space by Mar. 15, 2025.                                                 |
|                                                                                            |
| 5. Please avoid running computational jobs on login nodes.                                 |
|    Use the job scheduler to submit your tasks.                                             |
|                                                                                            |
+--------------------------------------------------------------------------------------------+
|                                    Slurm User Command                                      |
+--------------------------------------------------------------------------------------------+
| $ sinfo                                  | Query partitions and nodes information          |
| $ sinfo -o "%.30P %.5a %.6D %.15A %.16C" | Show status of partitions, nodes and CPUs usage |
| $ sbatch [your job script]               | Submit job with bash script                     |
| $ squeue -u [your account]               | Query the state of jobs                         |
| $ scancel [Job ID]                       | Cancel pending or running job                   |
| $ scontrol show job [Job ID]             | Show the detailed job information               |
| $ scontrol show node [Node name]         | Show the detailed node information              |
+--------------------------------------------------------------------------------------------+
|                                       Module Command                                       |
+--------------------------------------------------------------------------------------------+
| $ module avail                           | List available packages                         |
| $ module list                            | List currently loaded modules                   |
| $ module load [package]                  | Load package                                    |
| $ module unload [package]                | Unload packages                                 |
| $ module purge                           | Remove all modules                              |
+--------------------------------------------------------------------------------------------+

 [yiruchen0101@slurm-ui01 ~]$ 8



DiCOS Apps



Categories of DiCOS Apps
• Bio-Apps

• CryoSPARC version, 2, 3, 4 (rtx 3090) 
• Relion version 3, 3.1, 4-beta (rtx 3090, P100)
• AlphaFold (rtx 3090, A100) and RoseTTAFold (rtx 3090)
• Dynamo, IMOD, EMAN2, cisTEM, Jupyter…etc.

• Phys-Apps
• Deepmd-kit, MAML, Paraview, Ovito, Qiskit…etc.

• Machine-learning-Apps
• Jupyter-Lab (PyTorch, Tensorflow) (cpu, P100, A100, rtx3090, rtx4090)
• Triton

• Other-Apps
• MATLAB
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https://dicos.grid.sinica.edu.tw/dockerapps/
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Storage service



Storage service
Resources
• Home Space (100GB for free, Simple RAID-6 protection, not extendable): 

              /dicos_ui_home/{user_account}
• Group Working Space (3TB free /each group, 8+3 erasure coding protection, 

high-throughput, pay for extension)

              /ceph/work/{group}
• [ cryoEM group ] (For specific group)

              /activeEM/data/{group}/
• Backup Space (Tape long term archiving)
• Please back up to secure your data in these spaces.
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Storage service
Resource usage

• Check your usage on https://dicos.grid.sinica.edu.tw/profile/info

If /dicos_ui_home/ storage usage > 100 GB, user can’t log in server.
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https://dicos.grid.sinica.edu.tw/profile/info


Storage service
Introduction of Home Space

/dicos_ui_home/{user_account}

• 100 GB for free, not extendable.

• Backup your important data in Home Space.

• /dicos_ui_home/ is a temporary space, backup your data in the 
/ceph/work/{group} or transfer to your own data storage.

• Home space will be cleared once your account is expired and deleted.

• Avoid using the home space as the job’s working space.
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Storage service
Introduction of Group Working Space

/ceph/work/{group}

• 3TB free space for each group.

• This space is shared among all members of the group.

• PI has full access and manage rights in this space.

• PI can subscribe & upgrade for more space via dicos.grid.sinica.edu.tw.

• Backup your important data in group working space.
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http://dicos.grid.sinica.edu.tw/


PI Interface
Login to DiCOS web :
         https://dicos.grid.sinica.edu.tw

• At top-right: click <your account name>, you will see:
–  Usage summary

●  For overall usage, accounting, and cost estimation
–  Group member list

●  Member management
–  Subscribe Storage space

●  Extend your group space.
–  Resource usage

●  Per account usage in group, in more detail
●  Billing estimation & payment method selection.
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PI Interface
Usage summary
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PI Interface
Usage summary
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PI Interface
Usage report
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PI Interface
Usage report
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PI Interface
Group member management
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Storage space
Subscribe to more Group Working Space

• PI can subscribe for upgrade storage space.
https://dicos.grid.sinica.edu.tw/accounting/subscribe-storage

1TB Storage: NT$3/day or NT$1000/year

More pricing information at https://dicos.grid.sinica.edu.tw/resources 24

https://dicos.grid.sinica.edu.tw/accounting/subscribe-storage
https://dicos.grid.sinica.edu.tw/resources


Storage space
Flexible Storage Subscription
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Storage space
Unsubscribe Space

• Clear your data and release your space before unsubscription.

• Unable to unsubscribe if the space is not released.

- remove data until less or equal to target subscription.

• Unsubscription process will be blocked when space can not be released or 
cancel year plan.

• Contact info: dicos-support@twgrid.org
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PI Interface
Resource usage report
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PI Interface
Resource usage accounting & billing estimation
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PI Interface
Resource usage accounting in detail
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PI Interface
Resource usage abuse report
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PI Interface
Resource usage abuse report
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PI Interface
Payment records
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PI Interface
Payment records
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PI Interface
Resource usage: billing method
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Discussions
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