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Storage space

Resources

« Home Space (100GB for free, not extendable)
/dicos_ui_home/{user_account}

* Group Working Space (3T1B free /each group, pay for extension)
/ceph/work/{group}

e [ cryoEM group ]
/activeEM/data/{group}/

 Backup Space (will be available in the future)

* Please back up to secure your data in these spaces.



Storage space

Resources

 Check your usage on https://dicos.grid.sinica.edu.tw/profile/info

Your account -

-
U Ser PrOfl Ie J Usage Summary

i2 Group Member List

8 Subscribe Storage Space

Username account_name @ Resource Usage
Group 9roup_name & |ogout
First Name Yyour_first_name

Last Name your_last_name
E-mail  your email

Last Login time_joined

If /dicos_ui_home/ storage usage > 100 GB, user can’t log in server.

/dicos_ui_home/your_account

28GB/100GB

/ceph/work/your group

Latest Update: 2023-11-14 00:30:03



https://dicos.grid.sinica.edu.tw/profile/info

Storage space

Introduction of Home Space

/dicos_ui_home/{user_account}
« 100 GB for free, not extendable.
* Backup your important data in Home Space.

» /dicos_ui_home/ is a temporary space, backup your data in the /ceph/work/
{group} or transfer to your own data storage.

« Home space will be cleared once your account is expired and deleted.

* Avoid using the home space as the job’s working space.



Storage space

Introduction of Group Working Space

/ceph/work/{group}

 31B free space for each group.

* This space is shared among all members of the group.
* P| has full access and manage rights in this space.

* P| can subscribe & upgrade for more space via dicos.grid.sinica.edu.tw.

 Backup your important data in group working space.


http://dicos.grid.sinica.edu.tw/

Storage space

Subscribe to more Group Working Space

* P| can subscribe for upgrade storage space.

https://dicos.qgrid.sinica.edu.tw/accounting/subscribe-storage

© User Profile

=] B 7725 Subscribe Storage Space oo Sy

i=® Group Member List

1. FJB36F » AMEST —RZMEIRNORMA -

When subscribing, there will be a waiting period for the space to be created.

2. BWATBA6S » IEMNZRESTERR R - RE%H R (plan: day/year)ATBIFRFZE AR 20 - B REEH ARG » plan: day RRSEAMNIKREAR & Resource Usage
# ; plan: yearRI® /AT RO & A 0R 5§ BRI B ST UNH -

Multiple subscription can be additional size. Different plan (plan: day/year) are different paymentent. For the day plan, it will show on mi  a [ ogout
year plan, the payment will charge on current month bill.

3. MIERETBRE - plan: day BTEM 1K EBIER - # - 2023-08-01RUMEME R XEUHETEE - B 1X1%2023-08-02@IkF » F7E2023-08-02EN 5] B3 AIMEZE
2023-08-03f#lfR ; plan: year RE1F®RMIER - £ - 2023-08-01 2RI MZE MW 7E2024-08-011HfR » EiBi82024-08-01EUHRINREE2025-08-01 -
SRANEFZEHEEBAKHRERER  EFFERRBTARBRA/IVNREABOZE AN EETRFR/ELR  HARE R HEERRUEE RS RET
W
After unsubscribe, for the day plan, it will be deleted the space after 1 day, for example, if the space was created on 2023-08-01 and unsubscribed on
the same day, it will be deleted on 2023-08-02. If unsubscribed on 2023-08-02, it will be deleted on 2023-08-03; for the year plan, the space will be
deleted after 1 year, for example, if the space was created on 2023-08-01, it will be deleted on 2024-08-01. If unsubscribed after 2024-08-01, the
deletion will be postponed to 2025-08-01.

If there is still some files in the subscribed space, the deletion or reduce space will delay to execute and charge the paymentent of period.

4. IR - MBRATRAE - ARAWSD - AGREW LIETITRIEEZEM » BETHEE LT EERRRFZMOMCHER » 7TEFETIIE -

Attention: the subscription will be unavailable after unsubscription process, please wait for the label of "Wait to Delete Storage Space..." finished.

1TB Storage: NT$3/day or NT$1000/year

More pricing information at https://dicos.grid.sinica.edu.tw/resources



https://dicos.grid.sinica.edu.tw/accounting/subscribe-storage
https://dicos.grid.sinica.edu.tw/resources

Storage space

Subscribe to more Group Working Space

s L{ERERARFER
Upgrade Work Space

Current Storage Space

T {EFEHA#ETFZE Work Space
GROUP: ASGC

PLAN: day

PATH: /ceph/work/ASGC/

CREATION TIME: 2023-09-13 09:01:03
Latest Update: 2025-12-30 00:30:01

ks T{EERGFZR : 1A
Upgrade Work Space : 1 year plan

|

T F3EHAGETFZ= ] Work Space
GROUP: ASGC

PLAN: year

PATH: /ceph/work/ASGC/

CREATION TIME: 2024-10-16 02:15:01
Latest Update: 2025-12-30 00:30:01

0.0/4

|




Storage space

Unsubscribe Space

* Clear your data and release your space before unsubscription.
 Unable to unsubscribe if the space is not released.
- remove data until less or equal to target subscription.

* Unsubscription process will be blocked when space can not be released or
cancel year plan.

» Contact info: dicos-support@twgrid.org
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Working space
Working Space for Computing Space

* Group Working Space: /ceph/work/{group}

Start the " End of the

 |f your job has high I/0 wait output:

You can also use /tmp on the worker node as an intermediate job working
space.

Copy intermediate data to /ceph/work/{group}.

12



Working space

Using /tmp on the worker node as Intermediate Working Space

 Each worker node has a different spec (e.g., SSD) & capacity.

Local Disk

EDR1 2 1B ypiied
Intel-g4 2 1B
Slurm
DB

hpa-wn[05-24]
EDR1

hpi-wn[01-04]

Intel-g4

hp-teslaa[01,03]

A100

hp-teslav[01-06]

V100

sm-gpu21

L40S

activeeM/
afs/

bin/

boot/
ceph/
cvmfs/
data/
dev/
dicos_ui_home/
etc/
nome/

ib/

ib64/
media/

misc/
mnt/
net/
opt/
proc/
root/
run/
sbin/
srv/
sys/
tmp/
usr/
var/
volumes/
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Working space

Using /tmp on the worker node as Intermediate Working Space

 Copy intermediate data to /ceph/work/{group}.
« Remove files from /tmp on the worker node when tasks finish.

* /tmp directory on the worker node will be cleaned anytime.

N - -

End of the
WN: worker node script
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* Linux Basic Command
* Using /tmp on the worker node as Intermediate Working Space

e Data Transfer

16



Linux Basic Command

ssh username@slurm-ui.twgrid.org

ssh username@dicos-sftp.twgrid.org

pwd

mv {src} {dest}
rm filename
rm —r dirname

cat fillename

Login

Show current path
Move file

Remove file
Remove directory

View file content

17
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Using /tmp on the worker node as Intermediate Working Space

Commands : mktemp

# Create the temporary T1ile
-

[username@slurm-ui@l ~]1$ mktemp
/tmp/1mjAhAH3YM

[username@slurm-ui@l ~]$ mktemp /tmp/user—XXXXX
/tmp/user-Wxwtv

LA ' - 4 ’ 4 ; ; ]
-y ) ala ATV 7 P "™ P 2 7
# Create the tem porary a1l

[username@s lurm-ui@l ~]$ mktemp —d
/tmp/tmp.1mjAhAH3YM

[username@s lurm-ui@l ~]1$ mktemp —d /tmp/user—XXXXX
/tmp/user-Wxwtv
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Using /tmp on the worker node as Intermediate Working Space

Using mktemp in Slurm jobs

Job_TemporaryFile.sh

#!/bin/bash

#SBATCH --job-name=helloword

#SBATCH --partition=intel-g4-al9_short
#SBATCH --nodes=1

#SBATCH --ntasks-per-node=1

#SBATCH --cpus-per-task=1

#SBATCH —--output=%j.out

#SBATCH —--error=%j.err

#SBATCH --time=00-01:00:00
#SBATCH --mail-type=ALL

#SBATCH --mail-user=jennifer.chen@twgrid.org

Job name

Partiotion name

Numbers of nodes

Number of tasks per node

Number of CPUs per task

Standard output file (%j: Job ID)

Standard error file (%j: Job ID)

Time limit

Email notifications = BEGIN, END, FAIL, ALL
Email address to send notifications

HEHBTHERERRERESR

TMPFILE=$(mktemp /tmp/QirucHénOl@l—kXXXX)

filehame=$(bésehame "$TMPF1LE")

echo "Hélid ﬁsér“ $$ $TMPFILE
hostname >> $TMPFILE

cp$TMPFILE/éébh/ﬁbrk)ASGC)yifuchenOiOi/$filenémeAt

rm $TMPFILE




Using /tmp on the worker node as Intermediate Working Space

Using mktemp in Slurm jobs

# Submit slurm job

[yiruchen0101@slurm-ui®l yiruchen@101]$ sbatch Job_TemporaryFile.sh

Submitted batch job 965001

[yiruchen0101@slurm-ui®l yiruchen®101]$ s -1 /ceph/work/ASGC/yiruchen®101/yiruchen®101-to7Sw
+ 1 yiruchen0101l ASGC 31 Jan 14 16:48 yiruchen@101l-to7Sw

[yiruchen0101@slurm-ui@l yiruchen®101]$ cat yiruchen®l10l-to7Sw
Hello User

hpi-wn@l.twgrid.org

20



Using /tmp on the worker node as Intermediate Working Space

Using mktemp in Slurm jobs

Job_TemporaryDir.sh

#!/bin/bash

#SBATCH --job-name=helloword

#SBATCH --partition=intel-g4-al9_short
#SBATCH --nodes=1

#SBATCH --ntasks-per-node=1

#SBATCH --cpus-per-task=1

#SBATCH —--output=%j.out

#SBATCH --error=%j.err

#SBATCH --time=00-01:00:00
#SBATCH —--mail-type=ALL

#SBATCH --mail-user=jennifer.chen@twgrid.org

Job name

Partiotion name

Numbers of nodes

Number of tasks per node

Number of CPUs per task

Standard output file (%j: Job ID)

Standard error file (%j: Job ID)

Time limit

Email notifications = BEGIN, END, FAIL, ALL
Email address to send notifications

HEHHREHRRERRESR

L€ d nafe

TMPDIR=$ (mktemp —d /tmp/yiruchen@1@1-XXXXX)
filename=$(basenamé “$TMPDIR")

echo "Hello User" >> $TMPDIR/TMPD.txt
hostname >> $TMPDIR/TMPD. txt

Cp‘—risTMbDIﬁ /cébh/&ork/ASGC/yirﬁchenéléi/$fileﬁame

iry dl y iNG

rm —r $TMPDIR




Using /tmp on the worker node as Intermediate Working Space

Using mktemp in Slurm jobs

# Submit slurm job

[yiruchen0101@slurm-ui@l yiruchen@101]$ sbatch Job TemporaryDir.sh

Submitted batch job 409355
[yiruchen0101@slurm-ui@®l yiruchen@101]$ s -1 /ceph/work/ASGC/yiruchen®101/yiruchen®101-HeycZ

2 yiruchen@101l ASGC 1 Jan 14 17:32 yiruchen010l-HeycZ

[yiruchen0101@slurm-ui@l yiruchen@101]$ cat yiruchen®1@l-HeycZ/TMPD. txt

Hello User
hpi-wn@l.twgrid.org
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Data Transfer

e Sftp
* SCpP

* Filelilla



Data Transfer
sftp

 Node for Data Transfer: slurm-ui.twgrid.org or dicos-sftp.twgrid.org

$ sftp username@slurm-ui.twgrid.org

(username@slurm-ui.twgrid.org) Password:
(username@slurm-ui.twgrid.org) Verification code:

Connected to slurm-ui.twgrid.org.

/LrL' \J I\-J |-_ I,Nl ‘;i L‘l | L L '\\A
|

sftp> put filename
Uploading filename to /dicos_ui_home/username/

H- av I I ~ = a1 A
Al | | pi | ‘L £
' - l'.JI ‘v'v' ! I - I-‘/l A (\I 1 -

sftp> get filename
Fetching filepath to filename
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Data Transfer

scp

 Node for Data Transfer: slurm-ui.twgrid.org or dicos-sftp.twgrid.org

- arNyY -~ N 7 - - . ke a 1 2
17_ | '8’ \'J \‘. J - I> \‘ £ v ¥ 4 | l | f | f . )
i - \UJ ! y - M- “ A - S ~

$ scp username@s lurm-ui.twgrid.org:/ceph/work/0Others/mydata/this.file .

(username@slurm-ui.twgrid.org) Password:
(username@slurm-ui.twgrid.org) Verification code:

. P—— N ~a 1 M . - ‘,, - e -4 < ¥ — _~
directory within the patnh

$ scp —r username@slurm-ui.twgrid.org:/ceph/work/0Others/mydata .

(username@slurm-ui.twgrid.org) Password:
(username@slurm-ui.twgrid.org) Verification code:

25
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Data Transfer
FileZilla

dices - shp v hen0016dicos s twgrid org - FileZila

Qo8
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° Remate se HMooe_a temedyrschen(N

v 7 thees » bwrrw
]

Tharmery A Fowmer  Pivomew ekt ok land
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iy Doy 300720281
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21 Nes and 35 owentores. Tony size: 328574 448 byves

TN X
WX
L 2 1)
rNNT-Xr-n
CrNOTwWET-x
OrNOTWEr-X

v g

e
AR,

AR
AR
AR
AR,

AR,

AR

chendt
chen!
chenn
chendn
chenn
chenn
chendn
chenn
when!

chendn

..
e 'Y Queus argry

I72 Filezilla

File Edit View Transfer Server Bookmarks

Site Manager... Ctrl+S

Copy current connection to Site Manager...

Ctrl+T
Ctrl+W

New tab
Close tab

Export...
Import...

Ctrl+E
Ctrl+Q

Show files currently being edited...
Exit

Help New versic

P8

ASSWi

-

- = Documents

. —_— . —_— .=
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Data Transfer
FileZilla

Site Manager X X

Select entry: General Advanced Transfer Settings Charset General Advanced Transfer Settings Charset
—1-% My Sites

o I site

Protocol: SFTP - SSH File Transfer Protocol

Host:  slurm-ui.twgrid.org

Jurisdiction:

|v] Limit number of simultaneous connections

-
-

Maximum number of connections: 1

Logon Type: |Interactive
User: ' <Your DiCOS account>

Background color: None M

Comments:

New Bookmark Rename

Delete Duplicate

Connect OK Cancel OK Cancel

T U Toe 1
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Data Transfer
FileZilla

Enter password X

Please enter a password for this server:

Name: New site
Host: Slurm-ui.twgrid.org

User  Your DiICOS account>

Challenge:

SSH server authentication

Please select the 2FA login method. 1. Mobile APP OTP (Google Authenticator)
2. Email OTP (This option has known security issues and may be deprecated in
future updates.) 3. Already have a verification code or using an emergency
code Choose your login method:

Enter password

Please enter a password for this server:
Name: New site

Host: slurm-ui.twgrid.org

_ User:  <Your DiCOS account>

Challenge:

SSH server authentication
Password:

Password: | @

OK Cancel

Password: | 00 0000000®|| <Your DiCOS password>

OK

Cancel
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Data Transfer
FileZilla

Remote site: | /dicos_ui_home/mandy4318 v
Enter password X =,
=) ? dicos_ui_home
Please enter a password for this server: #- | mandy4318
Name: New site
Host: slurm-ui.twgrid.org
| User: <Your DiCOS account> _,
1 Filename Filesize Filetype Last modifi.. Permissi.. Owner/G..
Challenge: -
.cache File fold.. 2/11/2025.. drwx----.. mandy4..
SSH server authentication [ bash_history 3 BASH_H.. 2/18/2025.. -rw------- mandy4..
Verification COdeZ f.google_authent... 408 GOOGL.. 3/12/2025.. -r-------- mandy4...
| google_authent... 334 File 2/13/2025 .. -r-------- mandy4...
Password: | 00000 @ <6-digit code of one-time password>
OK Cancel , _
3 files and 1 directory. Total size: 745 bytes
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Thanks for listening
Q&A

dicos-support@twgrid.org
Academia Sinica Grid-computing Centre (ASGC)

Questionnaire



mailto:dicos-support@twgrid.org

