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The INFN-CNAF computing center
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In order to increase efficiency and to remain competitive in the long run, CNAF is launching various
activities aiming at implementing a global predictive maintenance solution for the site. Because of
efficient storage systems are one of the key ingredients of Tier-1 operations, at CNAF an exploratory
work started by investigating logs from the StoRm service.

Information about the status and the
progress of the requests managed by the
service is stored in log files, in a usually
complex format

handle and parse the log files to extract
relevant information and design it to
work automatically

Goal of the work

Define a problematic period with
anomalies in the system and a
normal one

Compare the two behaviors and build ML
models for anomaly prediction
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Storage Resource Managers and StoRM

Storage Resource Managers (SRMs) are middleware services whose function is to provide dynamic space
allocation and file management of shared geographically distributed storage resources.

StoRM is the SRM solution adopted by the INFN-
CNAF Tier-1. StoRM has a multilayer architecture
made by two stateless components, called
Frontend and Backend, and one database.

Frontend:
• exposes the SRM web service interface
• manages user authentication
• stores SRM requests data into the database and retrieve

the status of ongoing requests
• interacts with the Backend

Backend:
• processes the SRM requests managing files and space
• enforces authorization permissions
• can interact with other Grid services
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Current monitoring via Graphana
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More insight on events via plain log files
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ATLAS use case

StoRM Frontend
storm-fe-atlas-07

storm-atlas

storm-frontend-server.log monitoring.log

StoRM Backend

storm-backend.log heartbeat.log storm-backend-metrics.log

GridFTP
ds-808

ds-908

storm-globus-gridftp.log storm-gridftp-session.log

InfluxDB

Followed path: take the sources individually, parse log files producing csv files, investigate the
behavior of the features contained inside each log file, create a predictive ML model for each source
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Frontend Logging

The Frontend stores information about the service status and about the SRM requests received
and managed by the process. 

Example of the storm-frontend-server.log file content.
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GridFTP Logging

StoRM involves the GridFTP middleware component to perform file transfer operations. 

Example of the storm-gridftp-session.log file content.
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InfluxDB Logging

The monitoring infrastructure at CNAF is based on InfluxDB as time series database to store data 
gathered from sensors.

Example of a query to InfluxDB. 
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Choice of the critical period

NORMAL CRITICAL

350,000

100,000

170,000

100,000

Log entries count in storm-frontend-server.log file per 30 minutes in one day for the set of the two Frontend services. 

5:30 10:00
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What is critical about this period

Two problems found: wrong configuration
of the file system and wrong configuration
of the queues coming from the farm

Situation back to normal the 13th December
after the issues have been fixed and the
addition of one more GridFTP server
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Steps followed for each source

04.04.2019ISGC 2019, Taipei 13



Parse log files, converting them in the csv form
(Fontend case) 

Log file

Csv file

Table
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Extract new features from the messages (Frontend case)
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One hot encoding and summary of the log content in one
row at each 15 minutes (Frontend case)

One hot encoding

Final csv
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Correlation matrix (InfluxDB case)
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interface.bond0.rxDrops_derivative_808
interface.bond0.rxDrops_derivative_908
interface.bond0.txBytes_derivative_808
interface.bond0.txBytes_derivative_908

iostat.avg.cpu.pct_idle_808
iostat.avg.cpu.pct_idle_908

iostat.avg.cpu.pct_system_808
iostat.avg.cpu.pct_system_908
iostat.avg.cpu.pct_user_808
iostat.avg.cpu.pct_user_908

load_avg.five_808
load_avg.five_908

load_avg.five_storm.atlas
load_avg.five_storm.fe.atlas.07
storm.async_ptg_n_storm.atlas
storm.async_ptg_ok_storm.atlas

storm.async_ptg_time_storm.atlas
storm.async_ptp_n_storm.atlas
storm.async_ptp_ok_storm.atlas

storm.async_ptp_time_storm.atlas
storm.sync_storm.atlas

user_percent.cpu.storm_storm.atlas
user_percent.cpu.storm_storm.fe.atlas.07

user_percent.mem.storm_storm.atlas
perc_mem_free_808

perc_mem_free_storm.atlas

Correlation matrix of the 
more interesting InfluxDB
metrics considering only
“bad” days, with the absolute
value of the correlation
coefficients greater than 0.6 
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Build a ML model: comparison between different algorithms
(InfluxDB case)
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Legend of ML algorithms

LR: LogisticRegression
LDA: LinearDiscriminantAnalysis
KNN: KNeighborsClassifier
GNB: GaussianNB
CART: DecisionTreeClassifier
BgDT: BaggingClassifier
RF: RandomForestClassifier
ET: ExtraTreesClassifier
AB: AdaBoostClassifier
GB: GradientBoostingClassifier
XGB: XGBoostClassifier
MLP: MultiLayerPerceptronClassifier



Feature selection (InfluxDB case)

Techniques used for the feature selection procedure:
• SelectKBest with the chi-squared statistical test 
• Recursive Feature Elimination
• Principal Component Analysis (PCA) 
• Feature Importance from ensembles of decision

tree methods
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Summary of actions so far

Create a ML model for each source 
individually taken

At each 15 minutes we have a prediction, in
terms of probability, about its belonging to a
good day or a bad day

Handle and parse the log files to extract
relevant information and design it to work
automatically

Already an improvement respect to
the current situation

Do the correlation matrix Check if there are unexpected relations between
features

Create a procedure for 
feature selection

Define which are the most relevant features for
discrimination between good and bad days
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Can be taken through ELK stack suite (Tommaso Diotalevi talk)



What is missing

Use all the log sources. Currently missing:
• monitoring.log
• storm-backend.log
• heartbeat.log
• storm-backend-metrics.log

• Define other periods with anomalies in order
to test the ML model produced

• create a model for each specific case 
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Thank you for the attention!
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Problems in the critical period

Wrong configuration of the file system Wrong configuration of the queues coming
from the farm

The quota disk of GPFS is almost 30 PB, and the doubt quota disk
was of the order of 200-300 TB during the problematic days,
whereas in a normal day it is of the order of 1 TB. In this situation,
the sum of the assigned memory plus the doubt quota was almost, or
overcoming, the limit quota.

In this case, StoRM tells to GridFTP that there is free space even if
it is not possible to write on the file system, hence the transfers fail.

“storm” (POSIX) access was not set as primary and the “rucio
copytool” was selected, this causing an abnormal increase of access
through StoRM-GridFTP and overload of the system.
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InfluxDB metrics
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Techniques used for the 
feature selection procedure

SelectKBest with the chi-
squared statistical test 

Recursive Feature
Elimination

The chi-square test measures dependence
between stochastic variables, so this

function “weeds out” the features that are 
the most likely to be independent of class
and therefore irrelevant for classification. 

It recursively removes attributes and it builds a 
model on those attributes that remain. It uses the 
model accuracy to identify which attributes (and 
combination of attributes) contribute the most to 

predict the target attribute. 

uses linear algebra to transform the dataset into a 
compressed form. The PCA procedure produces

eigenvectors-eigenvalues pairs where an 
eigenvalue tells us how much variance there is in 

the data in the direction defined by the eigenvector. 

The importance of a feature is the increase in the 
prediction error of the model after we permuted the 
features values. Generally, importance provides a 
score that indicates how useful or valuable each
feature was in the construction of the boosted

decision trees within the model. 

Principal Component Analysis 
(PCA) 

Feature Importance from 
ensembles of decision tree methods
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storm-frontend-server.log
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storm-gridftp-session.log


